Abstract—Research in coding of stereo images has focused mostly on the issue of disparity estimation to exploit the redundancy between the two images in a stereo pair, with less attention being devoted to the equally important problem of allocating bits between the two images. This bit-allocation problem is complicated by the dependencies arising from using a prediction based on the quantized reference images. In this paper, we address the problem of blockwise bit allocation for coding of stereo images and show how, given the special characteristics of the disparity field, one can achieve an optimal solution with reasonable complexity, whereas in similar problems in motion-compensated video only approximate solutions are feasible. We present algorithms based on dynamic programming that provide the optimal blockwise bit allocation. Our experiments based on a modified JPEG coder show that the proposed scheme achieves higher mean peak signal-to-noise ratio over the two frames (0.2–0.5 dB improvements) as compared with blockwise independent quantization. We also propose a fast algorithm that provides most of the gain at a fraction of the complexity.

Index Terms—Blockwise quantization, dependent bit allocation, stereo image coding, Viterbi algorithm.

I. INTRODUCTION

MOST research efforts on stereo image/video coding have been devoted to investigating efficient disparity estimation/compensation (DE/DC) schemes to improve the encoding performance [2]–[7]. As in other coding scenarios, stereo images/video can be compressed by taking advantage of spatial/temporal redundancies in each monocular image/video. However, the coding efficiency for stereo images/video can be improved further by exploiting an additional redundancy associated with the similarity between the two images in a stereo pair, i.e., the “binocular” dependency. The central idea of stereo image coding based on DE/DC is to use one of the images in the stereo pair as a reference and to estimate the other image (the target).1
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1 Many of the intuitions and techniques used in motion estimation/compensation (ME/MC) are applicable to DE/DC due to the similarities between ME/MC and DE/DC.

With few exceptions (e.g., [8]), quantization and bit-allocation issues specific to stereo coding have rarely been considered. Obviously, as shown in Fig. 1, the encoding performance also depends on making a “proper” choice of quantizers (Q1, Q2) and not just on the choice of the disparity vectors (V). However, available bit-allocation (or quantization) schemes are mainly developed based on the assumption of completely decoupled encoding steps, e.g., target and reference frames are quantized independently, and thus overall optimality cannot be guaranteed.

Here, we study the problem of optimal bit allocation for stereo image coding. Our proposed bit-allocation scheme is aimed at block-based, rather than segmentation-based, DE/DC techniques due to the comparative simplicity and robustness of block-based techniques. Note that we assume that the disparity vector (DV) field is estimated in “open loop,” i.e., based on the original image rather than the quantized version, and then focus on the quantizer allocation to the reference and the residue images.2

The main novelty of our work is the introduction of an algorithm for optimal blockwise dependent bit allocation for stereo image coding. The binocular dependency has to be taken into account because the target image (F2) is compensated based on the quantized reference image F1(Q1). Thus, each choice of quantizer for the reference frame results in different residual energy levels in the difference frame [3]. Given that the epipolar constraint is met, the binocular dependency

2 Note that techniques developed in rate-distortion (RD)-based ME in video coding [9]–[13] could also be used in conjunction with our algorithm to estimate an optimal (in an RD sense) disparity field.

3 This constraint implies that the focal rays of the two cameras are parallel and perpendicular to the stereo baseline. Thus, if the cameras meet the epipolar constraint, then the disparity is exactly one-dimensional (1-D), i.e., a particular object will appear in the two images with a horizontal shift between its respective positions. Even if the parallel axis constraint is not strictly met (i.e., the disparity is not exactly 1-D), blocks in one row in the target image can be predicted fairly accurately from blocks located in the corresponding row in the reference frame because the vertical disparity is confined only to ± a few pixels.
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becomes relatively simple, i.e., it occurs predominantly along the horizontal direction. This property not only simplifies the disparity estimation process but also allows us to find an optimal solution for our allocation problem. We first demonstrate how the optimal set of quantizers can be determined using the Viterbi algorithm (VA) and then introduce a novel method that approximates the optimal solution with limited loss in performance but much faster operation.

Note that our results may also provide some ideas for the related problem of blockwise dependent bit allocation in video coding, where choices of quantization for a reference frame affect the frames that are motion predicted from it [14]. In the case of video coding, it is difficult to take into account blockwise dependencies because motion vectors can have any direction in the two-dimensional (2-D) plane. Accordingly, an optimal solution for the video case is not available, and thus much of the work has concentrated on analyses of frame-wise dependency, i.e., where a single quantizer is allocated per frame [14], [15]. Note that schemes such as [16] have addressed blockwise bit allocation but without taking into account the temporal dependency, i.e., the effect of a particular allocation on future frames.

Our experimental results demonstrate that the proposed scheme provides higher mean peak signal-to-noise ratio (PSNR), about 0.2–0.5 dB for the two images in a stereo pair, as compared with an optimal blockwise independent quantization. Note that finer quantization for the reference image tends to allow more efficient encoding for the disparity compensated difference frame [14]. We use this so-called monotonicity property as a starting point to propose a fast algorithm that further reduces the computational complexity without significant loss of quality. This blockwise dependent bit allocation can be a benchmark for faster allocation schemes, or can be used in off-line encoding applications or in applications where encoding is performed just once but decoding is performed many times.

II. DEPENDENT BIT ALLOCATION

A. Definitions and Notations

Let an image $F_i$ be segmented into $N$ square blocks, $F_i = \{B_m, 0 \leq m \leq N-1\}$, where $B_m$ represents the $m$th block in the image. In the case of a stereo pair, $F_1$ and $F_2$ denote the reference and the target images, respectively. Blocks in $F_2$ are denoted $B'_m$ to differentiate them from blocks in $F_1$. Let a quantizer (or quantization scale) be assigned to each block (from a finite set of available quantization choices). Then, a set of blockwise quantizers for $F_1$ can be represented as $Q_1 = \{q_m, 0 \leq m \leq N-1\}$, where $q_m$ denotes a quantization index. Similarly, a set of quantizers for the disparity compensated difference frame is represented as $Q_2 = \{p_m, 0 \leq m \leq N-1\}$. The DV field is defined as $V = \{v_m, 0 \leq m \leq N-1\}$, where $v_m$ corresponds to the disparity for the $m$th block in $F_2$. In the same way, blockwise rate and distortion can be defined, and the overall rate and distortion are represented as the sum of the individual rates and distortions of the blocks.

In our experiments, we use simple objective measures such as mean square error (MSE) and PSNR. Note that subjective evaluation of three-dimensional quality is still an open problem and is not very reliable and repeatable yet. Therefore, we measure the distortions of $F_1$ and $F_2$ using MSE, i.e., $D_1 = (F_1 - F_1(Q_1))^2$ and $D_2 = (F_2 - F_2(Q_1, Q_2, V))^2$, where $F(Q)$ denotes the decoded image when quantizer $Q$ is used. The decoded target image, $\tilde{F}_2(Q_1, Q_2, V)$, can be reconstructed by adding the compensated target image with the DV field and the decoded DCD, i.e., $\tilde{F}_2(Q_1, Q_2, V) = F_1(Q_1, V) + E(Q_2)$, where $E = F_2 - F_1(Q_1, V)$. We also measure the performance using mean PSNR for the stereo pair, defined as follows:

$$\text{PSNR}_{\text{mean}} = 10 \times \log_{10} \left( \frac{255^2}{(D_1 + D_2)/2} \right)$$ (1)

where $D_1$ and $D_2$ denote the MSE’s of the reconstructed images $\tilde{F}_1$ and $\tilde{F}_2$, respectively.

B. Optimal Blockwise Dependent Quantization

For simplicity, we assume that the quantizer indexes are encoded with a constant number of overhead bits per block. Note that other 1-D dependencies such as those resulting from differential pulse code modulation (DPCM) encoding of quantization indexes could also be incorporated easily into our scheme.

Let $R_{\text{budget}}$, be the remaining bit budget after allocating bits to the DV field. For a given DV field $V$, the optimal dependent bit-allocation problem can be formulated as follows:

\[
\begin{align*}
\text{Given} & \quad F_1, F_2, V, R_{\text{budget}} \\
\text{find} & \quad \tilde{X} = (Q_1, Q_2) \\
\text{such that} & \quad \tilde{X} = \arg \min_{X} \{D_1(Q_1) + D_2(Q_2|Q_1)\} \\
\text{subject to} & \quad R_{\text{budget}} - R_1(Q_1) - R_2(Q_2|Q_1) \leq R_{\text{budget}}
\end{align*}
\]

where we would have an independent bit-allocation problem in the particular case where $D_2(Q_2|Q_1) = D_2(Q_2)$ and $R_2(Q_2|Q_1) = R_2(Q_2)$.

This constrained optimization problem can be transformed into an unconstrained problem using the Lagrange multiplier method [19]–[21] by introducing a Lagrangian cost

\[
J(\lambda) = J_1(Q_1) + J_2(Q_2|Q_1) = \{D_1(Q_1) + \lambda R_1(Q_1)\} + \{D_2(Q_2|Q_1) + \lambda R_2(Q_2|Q_1)\}
\] (2)

where the Lagrange multiplier $\lambda$ is a nonnegative constant.

\footnote{The relative importance of $D_1$ and $D_2$ can be controlled using weighting constant $\alpha$, i.e., using $D_1 + \alpha D_2$ as our distortion measure. This allows us to support two different views of the depth-perception process: fusion theory and suppression theory [17], [18]. Note that this modification can easily be incorporated into our framework.}
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\[
J_1(i; k) = d(q_k^i) + \lambda r(q_k^i) \tag{4}
\]

Fig. 2 provides an example of why dependencies have to be taken into account [14].

For the blockwise quantizer assignments, the Lagrangian cost in (2) can be expressed as

\[
J(\lambda) = \sum_{n=0}^{N-1} \{d(q_m^n) + \lambda r(q_m^n)\} + \sum_{n=0}^{N-1} \{d(p_n^q q_{n+1}^q) + \lambda r(p_n^q q_{n+1}^q)\} \tag{3}
\]

where \(q_{n+1}^q\) is a vector that contains the quantizer indexes of those blocks in \(F_1\) that are used to predict the current block in \(F_2\). As shown in Fig. 3, \(q_q^n\) denotes (at most) two consecutive blocks in \(F_1\) along the DV. Given the disparity vector \(v_q\), the selection of a quantizer for \(B_q^1\) in the DCD frame will be affected by the selection of quantizers for \(B_2\) and \(B_3\) in \(F_1\). Thus, a block in the DCD frame depends only on the quantizers \(p_n\) and \((q_m^n, q_{m+1}^q)\), i.e., \(d(p_n^q q_{n+1}^q) = d(p_n^q q_{n+1}^q, q_{m+1}^q)\) in Fig. 3. In general, the index \(m\) can be denoted as \(m = n + \lfloor (v_q^n / [B]) \rfloor\), where \(\lfloor \cdot \rfloor\) and \([B]\) represent the floor function and the width of the blocks, respectively.

C. Solution Using the Viterbi Algorithm

Due to the predominant 1-D dependency, a row of blocks (ROB) in the target image depends only on the ROB in the same position in the reference image. Therefore, we only need to consider the bit allocation for pairs of ROB’s, as other ROB’s do not affect the result. Even if there is some small vertical disparity, this is a sufficiently good approximation.

Let ROB\(_1\) and ROB\(_2\) be the ROB’s in the same position in the reference image and the DCD image, respectively. From now on, when we refer to the th block, it should be clear that this is within the particular ROB. We first represent all possible allocations for each pair of ROB’s by constructing a trellis. The costs of the nodes and branches of the trellis correspond, respectively, to the blocks in ROB\(_1\) and ROB\(_2\). Refer to Fig. 4 for the trellis corresponding to the example in Fig. 3.

We now define our method more formally. Let \(k\) be the index of the stage.

1) Stage: The th stage in the trellis corresponds to the th block in ROB\(_1\). Therefore, the number of stages \(K\) is equal to the number of blocks in ROB\(_1\).

2) Node: Each node in the th stage corresponds to a possible quantizer choice for the th block of ROB\(_1\). The choices are ordered from top to bottom in order of finest to coarsest. Therefore, the number of state nodes per stage is \(L = \lfloor q_n \rfloor\), i.e., the number of available quantizers for the reference image. Each node has a corresponding Lagrangian cost, \(J_1(i; k)\) in (4), which depends only on the rate and the distortion of the th block of ROB\(_1\) when quantizer \(i\) is used

3) Branch: A branch, joining nodes \(q_k^i\) and \(q_{k+1}\), corresponds to the optimal vector of quantizers \(q_{k+1}\) for the (possibly more than one) blocks in ROB\(_2\) that depend on blocks \(k\) and \(k+1\) in ROB\(_1\). Each branch has a total Lagrangian cost

\[
J_2(i; j; k) = \sum_{n \in C_{B_2}(k, k+1)} \{d(q_k^n, q_{k+1}^j, q_{k+1}^{j+1}) + \lambda r(q_k^n, q_{k+1}^j, q_{k+1}^{j+1})\} \tag{5}
\]

which adds up the Lagrangian costs corresponding to each of the blocks \(n\). Note that more than one block in ROB\(_2\) can be assigned to a given branch (this will depend on how large the disparity search region is). For example, in Fig. 3, two blocks in ROB\(_2\) are assigned to a branch, i.e., \(B_2^1\) and \(B_2^2\) both depend on \(B_2\) and \(B_3\), and thus the two Lagrangian costs corresponding to \(B_2^1\) and \(B_2^2\) would be added to each branch linking stages 2 and 3 in the trellis.

4) Path: A path is a concatenation of branches from the first stage to the final stage in the trellis. Each path corresponds to a set of quantization choices for both ROB\(_1\) (nodes) and ROB\(_2\) (branches). The cost of a path is the accumulated cost of branches and nodes along the path.

5) Trellis: The trellis is made of all possible paths linking the nodes in the first stage and the nodes in the last stage, i.e., all possible concatenated choices of quantizers for a given pair of ROB’s in the stereo pair.

Once the trellis has been constructed, the optimal blockwise dependent quantization problem is equivalent to finding the smallest cost path from a node in the first stage to a terminal node in the last stage of the trellis. For a fixed \(\lambda\) by applying the VA [22], we can obtain the best possible quantizer selection that minimizes the Lagrangian cost defined in (3). To find the optimal bit allocation for a given bit budget, we may need to iteratively change \(\lambda\) until we find \(\lambda^*\) such that \(R(\lambda^*) - R_{\text{budget}} \leq 0\). The desired \(\lambda^*\) can be selected using a fast bisection search algorithm, as in [21]. For a fixed \(\lambda\), the procedure is as follows.

Step 1) (Initialization) Add an initial node \(B_0\) and a final node \(B_T\) where \(T = K + 1\), where \(K\) denotes the number of stages. Set \(k = 0\) and \(J_{\text{acc}}(0; 0) = 0\).


Fig. 3. Binocular dependency between corresponding blocks along the disparity vector. At most two consecutive blocks in the reference image are related to a block in the target image. For example, a block $B'_1$ in the target image is compensated from two consecutive blocks $B_2$ and $B_3$ in the reference image along the disparity vector $v_1$. Therefore, the distortion of the block in the DCD frame is a function of $p_1$, $q_2$, and $q_3$.

Fig. 4. Trellis structure for blockwise dependent bit allocation. Each node in the trellis corresponds to a quantizer choice for a block in $F_1$, and has a corresponding Lagrangian cost. The quantizer indexes are monotonically increasing from finest to coarsest. A branch linking two stages corresponds to a quantization assignment to all the dependent blocks in the DCD frame. The corresponding Lagrangian cost is attached to the branch. The darker path denotes selected quantizers using the Viterbi algorithm.

Step 2) At stage $k$, branches are added to the end of each node $i$ (of all surviving paths), and Lagrangian costs $J_1$ and $J_2$ are assigned to the node and the branch, respectively.

Step 3) At a stage $(k + 1)$, for each node $j$, an accumulated transition cost from node $i$, $J_{ac}(i; j; k)$, is calculated by summing the accumulated cost $J_{acc}(i; k)$ and the transition cost $J_2(i; j; k)$. Of all arriving branches (at most $L$), the one with the lowest accumulated transition cost is chosen. The resulting cost is assigned to the accumulated cost $J_{ac}(j; k + 1)$, and the remaining branches are pruned

$$J_{ac}(i; j; k) = J_{acc}(i; k) + J_2(i; j; k)$$

$$J_{ac}(j; k + 1) = \min \{ J_2(i; j; k) \}_{i=0}^{L-1} + J_1(j; k + 1),$$

Step 4) If $k < K$, then $k = k + 1$; go to Step 1) and repeat.

Step 5) The path with minimum total cost across all paths can be found by backtracking the surviving path.

In the proposed framework, the quantization choices for the $j$th block in the reference image and corresponding blocks in the DCD frame do not affect the choices for the future blocks. Thus, based on Bellman’s optimality principle, the VA provides a globally optimal solution because suboptimal paths at a given node cannot be optimal overall and can thus be pruned. Similarly, overall optimality within the stereo pair can be achieved by assigning the same $\lambda$ to every pair of ROB’s since each pair of ROB’s is independent [14], [21].

D. Fast Algorithm Using Monotonicity

We now propose a fast algorithm based on the monotonicity property, i.e., the observation that finer quantization of $F_1$ tends to allow more efficient coding, in the RD sense, for the DCD frame [14]. For example, $J(p; q^*) \leq J(p; q)$, for $q^* \leq q$, where $q^*$ is finer than $q$. If $\lambda = 0$, $d(p; q^*) \leq d(p; q)$. To take advantage of this, we first consider an “ROB1-only optimization” and then only calculate RD values for the selected nodes and branches. Fig. 5 shows an example of the reduced trellis obtained from that of Fig. 4.

The proposed fast search algorithm is as follows.

Step 1) First, we select a pair of Lagrange multipliers, $\lambda$’s, e.g., $(\lambda_1, \lambda_2)$. For example, we can choose $(0, \lambda_2)$.
so that we do not eliminate the finest quantizer for ROB\textsubscript{1} (which tends to be good, given monotonicity).

Step 2) Then, for each \(\lambda\), we set to zero the branch costs and then select, at each stage, the node that minimizes \(D + \lambda R\). Each \(\lambda\) will provide an optimal path (a set of nodes) in the trellis. We then restrict ourselves to only consider those paths that lie \textit{in between} the paths selected using \(\lambda_1\) and \(\lambda_2\).

Step 3) Last, we use the algorithm outlined above except that we apply the VA on the pruned trellis so that only a subset of the branches representing blocks in ROB\textsubscript{2} needs to be grown.

The proposed fast scheme reduces the computational complexity significantly. The most significant contribution to the complexity of the VA comes from having to compute RD values to assign the node and branch costs. For example, if a block in ROB\textsubscript{2} depends on two blocks in ROB\textsubscript{1}, each combination of quantization choices for these blocks gives a different residue. Thus, we would need to compute the residues \(L \times L\) times and to quantize them \(L\) times, where \(L\) is the number of quantizers. In other words, the required total number of RD values per trellis is \(O(L^3K)\), because the total number of nodes and branches per trellis are \(L \times K\) and \(L^2 \times K\), respectively. Let the number of remaining nodes per stage in the pruned trellis be \(\bar{L}\). In our proposed fast scheme, we need only those RD values corresponding to the remaining nodes and branches in the trellis. Thus, the required total number of RD values for the pruned trellis is \(O(KL^2L)\). Based on the above, if \(\bar{L}\) is small, our pruning will result in much reduced complexity and, with good choices of \((\lambda_1, \lambda_2)\), will not affect much the final quality.

III. EXPERIMENTAL RESULTS

In our experiments we use two stereo pairs, one synthesized and one natural.\textsuperscript{7} The target image is segmented into blocks of size 8 \(\times\) 8 pixels, and then disparity estimation is performed using fixed-size block matching. The search window sizes are \((0, 15)\) and \((\pm 2, 15)\) for the synthesized and the natural pairs, respectively. For this particular selection of the block and search window sizes, two consecutive blocks in \(F_1\) will affect \textit{at most} two consecutive blocks in \(F_2\), as shown in Fig. 4. Note that our algorithm can accommodate arbitrary search regions.

The resulting DV field is losslessly encoded using DPCM with a causal median predictor to exploit the spatial redundancy among neighboring DV’s. The reference image and the DCD frame are encoded using a JPEG-like coder, with the only modification with respect to baseline JPEG \([23]\) being that we allow each block to have a different quantization scale (QS). Consequently, the change of QS per block allows the encoder to assign different levels of quantization coarseness to each block. For each block one of among eight different QS’s can be chosen from the set \(QS = \{90, 80, \ldots, 20\}\), where increasing values indicate finer quantization. In our calculation of rate, we assume that a constant overhead is used for each block.

In our experiments, we compare the RD performance of the blockwise dependent quantization scheme with that of: 1) framewise constant quantization and 2) blockwise independent optimal allocation. Note that a constant quantization scale is used for all blocks in each image in 1), while the optimal quantization scale for each block in the two images is estimated with a fixed \(\lambda\) in 2). The RD points we plot are obtained for \(\lambda = \{0, 0.1, 0.5, 1, 2, 100\}\).

Fig. 6 compares RD performance of the synthesized image. Fig. 6(a) and (b) shows RD performances for the reference image and the target image in terms of the rate and the PSNR. Fig. 6(c) compares the mean RD performance of a pair of stereo images in terms of the overall bit rate and the mean PSNR.

As shown in Fig. 6, quantization selections for \(F_1\) affect RD performance for \(F_2\). Table I compares the resulting RD performances for the dependent bit-allocation scheme to those for the independent blockwise bit-allocation scheme. In methods, “IND” and “DEP” denote the blockwise independent and dependent bit-allocation schemes, respectively. Note that at the same rate, \(R_{\text{mean}} = 0.727\), the dependent bit-allocation scheme tends to assign relatively more bits to \(F_1\) and achieve slightly higher PSNR gain for \(F_2\) even using a lower rate, as compared to the independent scheme.

Fig. 7 shows the mean RD performance obtained for another stereo pair, for which small vertical disparity vectors are allowed.

According to the experimental results, at the same rate, the proposed blockwise dependent bit-allocation method resulted in 0.2–0.5 dB improvement in mean PSNR for the two images in a stereo pair, as compared to the optimal blockwise independent quantization. Note that the mean PSNR gains mainly arising from the fact that the finer quantization for the reference image (\(F_1\)), increasing the rate at the expense of decreasing the rate for the target image (\(F_2\)), improves the encoding efficiency for the target image (\(F_2\)).

Fig. 8 shows the RD performance of the proposed fast algorithm. To keep the finest quantizers for the reference, we set \(\lambda_1\) to be zero. The selected \(\lambda\)’s are \(\{\lambda_1, \lambda_2\} = \{0, 0.5\}\) in our experiments. As explained in the previous section, we restrict the search space to the nodes in between two paths selected by the two \(\lambda\)’s. Last, the set of dependent quantization assignments is determined using the pruned trellis. In our example, only 61% of original nodes and 37.5% of branches remain in the pruned trellis, which results in significant savings in the computation of RD values. The resulting number of computations in the pruned trellis is about 37.5% of the original. The overall RD performance remains practically unchanged in this case, as compared to the original algorithm. Note, however, that we need to make a good choice for the \(\lambda\) range, based on the expected quality level for the overall image. Thus, in the example, we show good performance at high rates, whereas the low rate points cannot be achieved since the corresponding nodes have been pruned out.

Additional research is required to achieve a more complete allocation algorithm including the disparity estimation. Further

\textsuperscript{7}The test images and resulting DV fields are available from \url{http://www.cs.uci.edu/~oom/Sharp/}. The original images where obtained from Room: \url{http://www-db.cs.uni-bonn.de/~ft/stereo.html} and Fruit: \url{http://www.ius.cs.cmu.edu/idb/html/stereo/index.html}. 
Fig. 6. RD performance comparison (image: Room.256, block size $8 \times 8$, $8 \times 7$, $8 \times 6$, $8 \times 5$, and $8 \times 4$). The “+” mark denotes the DC with framewise quantization. The “/2” mark and “o” mark correspond to the DC with blockwise independent and dependent quantizations, respectively. Each point is generated with one different $\lambda$. (a) RD performance for the reference image is similar for both types of blockwise allocation. (b) Better RD performance for the target image can be achieved using the dependent bit-allocation approach. (c) Overall performance also improves when taking dependencies into account.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\lambda$</th>
<th>$R_1$/PSNR$_1$</th>
<th>$R_2$/PSNR$_2$</th>
<th>$R_{\text{mean}}$/PSNR$_{\text{mean}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IND</td>
<td>0.500</td>
<td>0.966/37.64</td>
<td>0.488/37.35</td>
<td>0.727/37.49</td>
</tr>
<tr>
<td>DEP</td>
<td>0.588</td>
<td>1.044/38.23</td>
<td>0.410/37.47</td>
<td>0.727/37.83</td>
</tr>
</tbody>
</table>

Fig. 7. RD performance comparison. (Fruit: block size $8 \times 8$, $8 \times 7$, $8 \times 6$, $8 \times 5$, and $8 \times 4$). The “+” mark denotes the DC with framewise quantization. The “/2” mark and “o” mark correspond to the DC with blockwise independent and dependent quantizations, respectively.

Fig. 8. RD performance comparison of fast algorithm. (Room: block size $8 \times 8$, $8 \times 7$, $8 \times 6$, $8 \times 5$, and $8 \times 4$). The “*” mark denotes the proposed fast algorithm, which only uses 61% of the original nodes (the resulting computation corresponds to about 37.5% of the original). The “+” mark denotes the DC with framewise quantization. The “x” mark and “o” mark correspond to the DC with blockwise independent and dependent quantizations, respectively.

The study of our algorithm may lead to a better understanding of the similar issues in blockwise dependent allocation for video coding, where an optimal solution cannot be achieved due to the 2-D nature of the dependencies. The extension to stereo video coding [12], [24], [25], in which both temporal and binocular dependencies have to be taken into account, is another area of future work.
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