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ABSTRACT

This paper describes a bit allocation algorithm to achieve a con-
stant bit rate when coding multiple video objects (MVO’s), while
improving the rate-distortion (R-D) performance over the refer-
ence method for MPEG-4 object-based rate control [1, 2]. In object
-based coding, bit allocation is performed at the object level and
temporal rates of different objects may vary. In this paper, we deal
with these two issues. We pay particular attention to maintenance
of buffer occupancy levels and propose a new method for spatio-
temporal trade-offs for object-based coding. The proposed algo-
rithm is able to successfully achieve the target bit rate, effectively
code arbitrarily-shaped MVO’s with different temporal rates, and
maintain a stable buffer level.

1. INTRODUCTION

During the past decade, a number of video coding standards have
been developed for visual communications. These standards in-
clude MPEG-1 for CD-ROM storage, MPEG-2 for DTV and DVD
applications, H.261/H.263 for video conferencing systems, and
MPEG-4 for object-based low-rate video applications. In MPEG-
4, arbitrarily-shaped objects can be encoded and decoded as sep-
arate video object planes (VOP’s). At the receiver, video objects
(VO’s) are combined to form compound objects or complex scenes.

Among the above coding schemes, H.263 and MPEG-4 allow
us to encode the sequence with variable frameskip. With this pol-
icy, the encoder may choose to skip frames to either satisfy buffer
constraints or optimize the video coding process.

For the most part, frame skipping has only been employed to
satisfy buffer constraints. In this case, the encoder is forced to
drop frames since limitations on the bandwidth do not allow the
buffer to drain fast enough. Consequently, bits that would be used
to encode the next frame cannot be added to the buffer because
they would cause the channel buffer to overflow. We should note
that skipping frames could lead to poor reconstruction of the video
since frames are skipped according to buffer occupancy and not
according to content characteristics. Since MPEG-4 allows coding
of arbitrarily-shaped objects, the encoder should allocate a signifi-
cant amount of bits to code the shape information.

In this paper, we consider the object-based rate-distortion (R-
D) encoding of MVO’s for MPEG-4 video coding. In a recent
paper by Vetro, et al. [3], models that estimate the distortion for
coded frames as well as non-coded frames were proposed. In
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addition, a rate control algorithm that makes use of these newly
developed distortion models for frame-based coding optimization
was also proposed. The frame-based coding optimization consid-
ers trade-offs in spatial and temporal quality, i.e., it determines
whether it is better to code more frames with lower quality or fewer
frames with higher quality. However, this algorithm is not directly
applicable to the coding of MVO’s, where larger coding gains are
expected. Lee, et al. [4] proposed an algorithm to achieve a trade-
off between spatial and temporal quality when coding MVO’s;
however, they did not address the possibility to code the objects
with varying temporal rates. In other words, every object in the
current coding time is either coded or all objects are skipped.

In this paper, we propose a framework that supports object-
based coding with different temporal rates, aiming to improve the
coding efficiency of an object-based coder. Section 2 presents the
general framework for object-based coding with variable frame-
skip, including rate and buffer constraints that apply for arbitrary
frameskip among objects. In section 3, a rate control algorithm for
this new framework is proposed, whose key points are the buffer
control strategy and a procedure for selecting an optimal set of
VO’s to be coded at a particular time instant based on an estimate
of the spatio-temporal distortion. Bit allocation among different
objects is also discussed. Finally, simulation results are provided
in section 4 to demonstrate the coding gains achieved, while keep-
ing stable buffer occupancy, and conclusions of this work are given
in section 5.

2. OBJECT CODING WITH VARIABLE FRAMESKIP

In the object-based framework, we have a freedom to choose dif-
ferent frameskip factors and corresponding quantization parame-
ters for each object. There are some common issues between the
frame-based and object-based problems. We must deal with vary-
ing properties of each video sequence and also consider the im-
pact of rate allocation on a shared buffer. This section introduces
the general object-based coding framework and presents a set of
constraints on both the rate and the buffer.

Fig. 1 shows an example of object-based coding in which each
VO has a different frameskip. Let M denote the set of VO id’s, and
L denote the complete set of time indices. M(l) denotes the set
of coded VO at time index l (t = tl). Also, given l ∈ L, let l0
equal the previous value of l, except when l is the first element in
L; in that case l0 = 0. For example, in Fig. 1, M = 0, 1, 2, L =
l1, l2, l3, l4, l5, l6, l7, M(l1) = 0, 1, 2, M(l2) = 0, 2, M(l3) =
1, 2, and so on. Then, the constraint on the rate can be written as
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Fig. 1. Object-based Coding with Arbitrary Frameskip

∑
l∈L

∑
j∈M(l)

Rj(t = tl) ≤ Rbudget (1)

where Rj(t = tl) is the number of bits used for the jth VO at time
index l. Eq. (1) essentially says that the sum of rates for all objects
at all time instants within the specified time interval must be less
than the calculated bit rate budget over that time interval.

In order to ensure that buffer overflow and underflow are avoid-
ed at every coded time instant, we have a set of buffer constraints
which are given by

Bi+l0+
∑

j∈M(l)

Rj(t = tl0 : tl)<Bmax; ∀l∈L (2)

Bi+l0+
∑

j∈M(l)

Rj(t = tl0 : tl)−(l−l0)Rdrain >0; ∀l∈L (3)

where i is the current time index, Bi+l0 is the current buffer level
in bits, Bmax is the maximum buffer size in bits, and Rdrain is the
rate at which the buffer drains per time instant. Rj(t = tl0 : tl) is
the number of bits used for the jth VO at time index from l0 to l.

The constraints presented above for the rate and the buffer are
valid for arbitrary frameskip factors. With these constraints, it is
possible to formulate a problem that aims to minimize the overall
coding distortion. Such a problem could be solved by searching
over all valid combinations of frameskip factors and quantization
parameters within a specified period of time. However, the com-
plexity of such a approach is very high. Not only are there many
combinations of frameskip factors and quantization for each ob-
ject, but we must also track the individual time instant that each
object is coded. It is also important to avoid composition problems
in the decoder. An algorithm for preventing this problem with the
shape hints is presented in [5]. In the following, a low-complexity
object-based coding framework is considered that aims to improve
overall coding efficiency.

3. RATE CONTROL

In this section, we consider the rate control algorithm for a re-
stricted object-based framework. We refer to this framework as
being restricted since a decision on the frameskip factor of a par-
ticular VO is made locally, i.e., without considering the various
combinations of frameskip factors. With this framework, the pro-
posed algorithm first determines the set of objects to be coded at
the next coding time, and then considers the bit allocation for each
object to be coded. In the remainder of this section, an overview of
the algorithm is presented, which mainly includes buffer control,
selection of an optimal set of objects to be coded, and bit allocation
among these objects.

1 Set fs = 1, Dmin = ∞
2 Calculate the initial target bits for the current time

index, and scale this target based on the current buffer
level and the buffer size. See Section 3.4.

3 Compare the target bits with the motion, shape and
header bits of the previous coded objects, and
determine the coded object set, ML, based on the target
bits. The set ML includes all possible subsets of M. In
the case that every object should be skipped, ML is
defined as an empty set, and we repeat from step 2
with fs = fs + 1. See Section 3.2.

4 Distribute the target bits according to Eq. (12) for
each object included in the subset M(i+fs) belonging
to ML.

5 Calculate the quantization parameter and the target bits
for each object.

6 Estimate the distortion using Eq. (7) and check the
buffer condition using Eq. (4).

7 If the current distortion is less than Dmin, then replace
Dmin with the current distortion and record encoding
parameters.

8 Repeat from step 4 with the next subset M(i+fs)
belonged to ML.

9 Determine the optimal set of coded objects, M*(i+fs),
with minimum distortion according to Eq. (7) and
encode the objects belonging to this set.

10 Update the next coding time index using fs and
M*(i+fs), and repeat from step 1.

�

Fig. 2. Object-based Rate Control Algorithm

3.1. Algorithm Overview

The purpose of the rate control algorithm is to maximize the cod-
ing performance subject to constraints on the overall bit rate and
buffer occupancy. The problem is formulated as follows.

min
M(i+fs)⊂M

∣∣dM(i+fs)(Q, fs)
∣∣ (4)

subject to




R̄≤R
Bi+

∑
j∈M(i+fs)

Rj(ti+fs)<Bmax

Bi+
∑

j∈M(i+fs)

Rj(ti+fs)−fs · Rdrain>0

where M(i+fs) denotes the set of coded object. dM(i+fs)(Q, fs)
represents the distortion of all VO’s at time index (i + fs) and fs

represents the amount of frameskip. Rj(ti+fs) is the number of
bits used for the jth VO at time index (i + fs).

In order to control the rate and select the optimal coded ob-
ject set, we use the rate control algorithm, shown in Fig. 2. In
frame-based rate control, if the target bits are less than the header
bits which are used to code the motion, shape and header informa-
tion, then the encoder is forced to skip all objects. In the proposed
object-based rate control, however, the algorithm allows the en-
coder to code a portion of objects because the proposed bit alloca-
tion is performed at the object level. In order to improve the coding
efficiency of each object, we distribute the target bits to each ob-
ject using the size, motion and a variance-like measure. In order
to support uniform picture quality from frame to frame, we restrict
the current QP to the previous QP of the same VO [2]. In addi-
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tion, we set the initial target bits based on the current buffer level;
therefore, the buffer check is necessary to prevent buffer overflow
and underflow.

3.2. Buffer Control

In addition to the bits used for texture and motion, an object-based
encoder must consider the significant amount of bits that are used
to code the shape information. In [2], the significance of this prob-
lem due to the high percentage of shape bits has been shown for
low bit-rate coding conditions. Therefore, we need to develop a
buffer control strategy to determine the number of VOP’s to be
skipped.

The frameskip factor, fs, is increased, as any object cannot
be coded at the current time index. It should be noted that the
frame-skip rate for the proposed object-based algorithm is smaller
than that for the frame-based algorithm. This is because the part
of all objects can be coded at the object-based bit allocation. Let
ML denote all the complete set of partially coded object. If ML is
defined as an empty set, the frameskip factor is increased.

Since the proposed algorithm determines the set of objects to
be coded at the next coding time, the buffer constraints are given by
Eq. (2) and Eq. (3) with time index l = (i + fs). We should note
that the number of bits used for coding VO during the frameskip
rate is 0.

3.3. Selecting an Optimal Set of Video Objects

The set of objects to be coded at a particular time instant is selected
based on the total distortion associated with each VOP, which in-
cludes both coded distortion due to the quantization error and non-
coded distortion due to the skipped VO’s. The distortion models
presented in [3] for frame-based video coding are used in this work
for object-based video coding [4]. For completeness, these models
are briefly described below.

The coded distortion for the jth VO at time index i is modeled
by

Dc(Qj,i) = a · 2−2Rj(ti) · σ2
zj,i

(5)

where σ2
zj,i

is the signal variance of the jth coded VO at time index
i, Rj(ti) is the average rate per sample for texture data of the jth
VO, Qj,i denotes the quantization parameter, and a is a constant
that is dependent on the pdf of the input signal and the quantizer
characteristics. It is important to note that the average rate, Rj(ti),
is calculated within a region where each object is defined.

The non-coded distortion at time index k for the jth VO that
was previously coded at time index i is modeled by

Ds(Qj,i, k) = Dc(Qj,i) + Ej{∆2zi,k} (6)

where Ej{∆2zi,k} denotes the expected interpolation error be-
tween time index i and k.

Therefore, the optimal set of VO’s to be coded, M∗(i + fs),
are those that satisfy

dM∗(i+fs)(Q, fs) = min
M(i+fs)⊂ML

∣∣dM(i+fs)(Q, fs)
∣∣ (7)

where

dM(i+fs)(Q, fs) =∑
j∈M(i+fs)

Dj,c(Qj,i+fs)+
∑

j /∈M(i+fs)

Dj,s(Qj,i, fs) (8)

3.4. Bit Allocation

The initial target bits, Tv , for the current time index is allocated
based on the initial assumption that every object is coded at the
current time index. Similar to the frame-based bit allocation, the
initial target for each object is usually calculated based on the re-
maining bits, Tr , the number of bits used for coding the previous
jth object, T̃p,j , the current value of fs, the number of VOPs, Nr ,
which remain to be coded, and the number of objects [2, 4]. If the
jth object is not coded at the previous coded time index, T̃p,j is
assigned the coded bits determined from the actually coded time
index.

After the initial target has been determined, the target bits are
scaled according to

TB = TV · B̃i + 2(Bmax − B̃i)

2B̃i + (Bmax − B̃i)
(9)

where
B̃i = Bi − (fs − 1) · Rdrain (10)

We should note that B̃i emulates a future buffer occupancy based
on the frames to be skipped, as determined in section 3.2.

Based on the scaled target, we now consider distributing the
available bits to the objects to be coded. Let Thdr be the number
of bits used for the shape, motion and header information of the
previous objects belonging to the subset M(i + fs), i.e.,

Thdr =
∑

j∈M(i+fs)

Tj,hdr (11)

In order to guarantee that the target for the jth object is always
larger than Tj,hdr , we use the following equation for distributing
bits to each object.

Tj = (T − Thdr) · (wmMOTj + wvVARj) + Thdr,j (12)

Given the target number of bits for each object, we calculate the
quantization parameter for each object based on a quadratic rate-
quantizer model [2].

4. SIMULATION RESULTS

In order to evaluate performance of the proposed algorithm, we
consider the AKIYO sequence that contains 2 VO’s at the CIF for-
mat of 300 frames. This sequence is encoded at different bit rates
using the standard MPEG-4 rate control algorithm that is imple-
mented as a part of the MPEG-4 reference software [6]. Bit rates
that we consider range from 32 kbps to 256 kbps, and the sequence
is encoded at the full frame rate of the source sequence on the in-
put. The global buffer size (VBV SIZE) is just a half of the target
bit rate.

Fig. 3(a) plots the R-D curves for the AKIYO sequence. They
are calculated over all the frames, including those frames that are
skipped and are simply reconstructed by copying from the previous
frame. Fig. 3(a) shows that the proposed method outperforms the
MPEG-4 reference method. While the MPEG-4 reference method
is forced to skip VOP’s due to buffer constraints, the proposed
method skips VOP’s based on buffer constraints as well as the
minimum distortion criteria. In the proposed algorithm, it is not
necessary for VOP to include every object. We observe that lower
QP’s are automatically assigned to a more interesting foreground
object.
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Fig. 3. Performance Comparisons for AKIYO
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Fig. 4. Comparison of Buffer Occupancy

One key aspect of the proposed algorithm is that the actual
coded bits in the proposed algorithm are similar to the target bits
over a wide range of bit rates. Fig. 3(b) shows the ratio of the
actual coded bits to the target bits. From Fig. 3(b), we observe
that actual coded bits are well matched to the target bits in our
proposed algorithm, while there are significant fluctuations in the
MPEG-4 reference method.

It is also important to note that we have not experienced any
buffer overflow or underflow with the proposed algorithm. Fig.
4 shows the buffer occupancy for the proposed method and the
reference method from 32 kbps to 256 kbps. The initial buffer level
is set to 0 before coding the first I-VOP. As we can see in Fig. 4, the
buffer occupancy for the proposed algorithm is quite stable over
the broad range of testing conditions and is always under 100%,
although the test sequence has a large frame size. The occupancy
has approximately 60% on average and variations of about 20%.
From these results, we can say that the buffer has little chance of
overflow or underflow, although we do not show other simulation
results. As shown in Fig. 4(a) and Fig. 4(c), the buffer in the
MPEG-4 reference method experiences at least one overflow. We
have observed that this problem is partly because the current QP is
forced to vary smoothly from the previous QP.

5. CONCLUSIONS

In this paper, we have proposed an MPEG-4 video object-based
rate allocation method where bit allocation is performed at the ob-
ject level and temporal rates of different objects may vary. The
proposed algorithm considers the spatio-temporal trade-offs for
object-based coding with variable temporal rates. Simulation re-
sults show that the proposed algorithm has an improved perfor-

mance over the MPEG-4 reference software.
In contrast to the frame-based rate control method, the pro-

posed algorithm allows the encoder to code a subset of VO’s be-
cause the proposed bit allocation is performed at the object level.
Consequently, the proposed algorithm improves the coding effi-
ciency about 1-2 dB than the MPEG-4 reference method. The most
important aspect is that the actual coded bits in the proposed algo-
rithm are almost the same as the target bits over a wide range of
bit rates, while it enables the encoder to code arbitrarily-shaped
MVO’s with different temporal rates.
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