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Abstract. In this paper, we propose a stereo matching algorithm using multiple
windows to recover sharp object boundaries. In order to achieve this goal, we
employ commonly used techniques, such as left-right consistency, uniqueness
constraint, and expansible multiple windows. By adding a new idea of multi-
ple windows over these techniques, we can minimize the boundary overreach,
which is usually caused by the unsuitable window size or shape. We demon-
strate that the algorithm using a new multiple windows can display the dense
and sharp disparity map and the windows adaptively used according to fea-
tures of boundary edges. A problem generated by the disposition order of mul-
tiple windows is also presented.

1 Introduction

Stereo matching based on correlation or sum of squared differences (SSD) is a basic
technique to obtain a dense map from images [1] [3] [4] [5] [7] [8] [10] [11]. Al-
though this technique yields dense depth maps, it fails within occluded areas and/or
poorly textured regions. Any window-based stereo matching in these regions has prob-
lems of low reliability. In general, the fattening or thinning operation along the object
boundary has a problem that a window can contain both foreground and background
surfaces with different disparities [2]. Kanade and Okutomi addressed the problem of
choosing the right support region for high reliability with adaptive window [3]. At
each point, a rectangular window is grown to an optimal size based on an estimate of
disparity uncertainty in the current window. A greedy algorithm is used to select the
best of the four possible directions to grow the window at each step. They also pre-
sented a multiple-baseline stereo to determine a single point in a region with repetitive
patterns [4]. Fuseiello, et al. proposed a method for choosing the right support region
by the multiple window approach [5]. For each pixel, they perform the correlation
operation with nine different windows, and obtain the disparity from the window of
the smallest SSD value. The basic idea of this scheme is that a window yielding a
smaller SSD is more likely to cover a constant depth region.

In this paper, we propose a stereo matching algorithm using multiple windows to
recover sharp object boundaries. Relevant techniques and a new algorithm are de-
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scribed in Section 2. In Section 3, we are shown experimental results using synthetic
and real stereo pairs, and we summarize the proposed algorithm in Section 4.

2 The Algorithm

2.1 New Multiple Windows

In recent years, stereo techniques using multiple windows have been proposed to

recover precise object boundaries and display disparity maps efficiently [5] [8]. How-

ever, they do not use windows of diagonal edges that are often encountered in the

image. They use only symmetric windows. The stereo algorithm using multiple win-

dows can compute more accurate similarity than one using a single window. However,
it is difficult to calculate similarity exactly in the boundaries of diagonal edges be-

cause the shapes of the windows are suitable for detecting horizontal and vertical
edges. We introduce new windows of diagonal shapes, as shown in Fig. 1.
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Fig. 1. Multiple windows

In Fig. 1, we show four windows T~ T, to detect horizontal, vertical, and corner
edges that are borrowed from the literature [5] [8]; however, windows Ts~ T; for
diagonal edges are newly introduced. All windows shown in Fig. 1 can be regularly
expanded for stereo matching. We notice that the multiple windows have the same
number of gray cells if their sizes are equal. All gray cells are considered to calculate
similarity of each window and the darker gray cells are the pixels that we want to find
in other images. In this paper, we assume that all stereo pairs are fully rectified by
camera parameters [14].

2.2 Similarity Measure

In the area-based stereo algorithm, the similarity measure of each pixel usually uses
the well-known SSD.
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where I, Iy, d, w, and T are left, right images, disparity, gray cells within window,
and one of multiple windows, respectively. The best match for each point in the image
using SSD can be found by comparing the square window cenlered at this point
against the window of equal size centered at points that lie on the corresponding
scanline in the other image. The SSD across the window is used as the similarity
measure. The location that minimizes this measure is selected as the best match, and
the disparity is stored. From the similarity of each window, we determine the disparity
from the window generating the smallest SSD.

8
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We can determine the disparity by Eq. (1) and Eq. (2); however, there are a few prob-
lems, as shown in Fig. 2(b).
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Fig. 2. Problems in determining a disparity
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In the left graph of Fig. 2(a), the disparity can be determined uniquely at d. Marr
and Poggio described uniqueness constraint to minimize false matches [9]. The con-
straint is that a given pixel or feature from one image can match no more than one
pixel or feature from the other image. However, if the number of pixels having the
same minimum value is two or more, as shown the right graph of Fig. 2(a), we cannot
determine disparity exactly. It was mainly happened in image regions of regular pat-
terns or uniform intensity values. Okutomi and Kanade presented a multiple-baseline
stereo to select a single point in the region [4]. We have described a method to esti-
mate single disparity at a region of uniform intensity by extending the window size
[10]. In this paper, our method simply expands the window size to four directions to
refer more pixels if there are multiple local minima within the search range. With the
operation, the bulk of multiple local minima are disappeared as the SSSD function of
multiple-baseline stereo [4].

In case of multiple windows, a decision of disparity is faced with a new problem.
In the left graph of Fig. 2(b), we know that the disparity can be easily estimated as d if
the minimum of SSD in each window is different. However, as shown in right graph of
Fig 2(b), we cannot decide the disparity of window with the smallest SSD accurately.
The disparities are usually determined by priority of the windows. We call the prob-
lem disposition order. As shown in right graph of Fig. 2(b), disposition order of the
windows can be an important factor if the SSD of each window is same but disparities
are different each other. Disposition order is priority of windows to estimate a dispar-
ity from the SSDs. If priority of T1 is higher than T5, disparity is estimated as d1.
However, if priority of T1 is lower, disparity is determined as d2. For the reasons, any
algorithm using multiple windows cannot avoid the problem, which is originated by
disposition order of multiple-windows. Thus, it should be carefully determined to
estimate right disparity. We have selected the disposition order as Fig. 1. This selec-
tion is made from the assumption that object’s boundaries in the scene of real world
have mostly vertical and horizontal lines.

In order to detect occlusion, we use left-right consistency. The principle is that a
valid match point should be equally matched in left-right and right-left direction [7].
Each point on one image can match at most one point on the other image, and the
matched points have the same disparity in both directions, respectively. Therefore, we
can easily predict an occluded pixel or region by checking consistency.

2.3 Proposed Algorithm

We described relevant techniques and characteristics of the multiple windows. In
order to estimate single disparity, we firstly use a smaller window, which can be ex-
panded to four directions according to a situation of uniqueness constraint. The win-
dows can be also expanded according to condition of left-right consistency that a valid
disparity should be equally existed in both directions of left-right and right-left direc-
tion. Disposition order of multiple windows is considered.

All points of image are basically examined whether uniqueness constraint or left-
right consistency are satisfied or not. If even one of two conditions is not satisfied, the
size of window is enlarged to find a unique match point by referencing more pixels.
Through stereo matching by using uniqueness constraint, left-right consistency, and
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expanding multiple windows, we know that the algorithm has a possibility to minimize
boundary overreach. The proposed stereo matching procedure to minimize boundary
overreach is as following.

Step 1: Set all the points to FALSE.

Step 2: If 2 point has FALSE, start to stereo matching using the Eq. (1) and Eq. (2).

Step 3: Check uniqueness constraint and left-right consistency.

Step 4: If two conditions are simultaneously satisfied, save the disparity.

Step 5: Mark the point as TRUE.

Step 6: Process Step 2 ~ Step 5 until the last point of image with FALSE.

Step 7: Expand window size for the point with FALSE and iterate Step 2 ~ Step 6.

Step 8: Display disparity map or windows map, that indicates which window is used
for searching disparity from the proposed eight windows.

3 Experimental Results

We described stereo matching algorithm using multiple windows. The central prob-
lems for recovering precise object boundaries are to select appropriate window size
and shape as described in Section 1 and Section 2. These problems are important
issues in the field of stereo matching irrespective of using single or multiple windows.
The issues are found in many literatures [3] [6] [7] [8] [11]. We do not test the prob-
lems originated by window size or shape of square or rectangular because the prob-
lems have excellently described in many papers [3] [6] [11].

In this section, we perform simulation on various kinds of gray-level image to
evaluate performance of the proposed algorithm. The images used are classified into
synthetic and real image as shown in Fig. 3(a): synthetic images are Random dot,
Corridor, and Microsoft and real image is Tsukuba downloaded from web site
[15][16]. The Random dot stereo pairs have features that square object of foreground
and background are shifted to right direction with six and two, respectively. The Cor-
ridor stereo is clean synthetic image without noise and has various objects including
such as straight lines, curves, and circle. The stereo pairs of Microsoft are image that
object is slanted, and the Tsukuba stereo pairs have many features such as narrow
objects, regions of uniform intensity, and so on.

The algorithm is firstly evaluated by disparity map and the influence of disposi-
tion order is secondly assessed by disparity map and window maps, that represents
which window is selected out of the proposed eight windows. Fig. 3 presents various
disparity maps by using our algorithm and Symmetric Multi-Window (SMW) stereo
algorithm, respectively. The SMW algorithm by Fusiello, et. al uses nine windows [5].
The SMW algorithm is an adaptive, multiple windows scheme using left-right consis-
tency to compute disparity and its associated uncertainty. From Fig. 3, it is found that
the proposed algorithm produces better results in the aspect of sharp boundaries but
the SMW algorithm gives smoother disparity map. It is noticed that disparity maps by
our algorithm presents gray-level to only the points with “TRUE” and black to other
points with “FALSE”.




Stereo for Recovering Sharp Object Boundaries 253

Sy P Ty » : 3
S 1§ : -

g - i -

(a) Random dot, Corridor, Microsoft and Tsukuba stereo images

(e) Disparity maps by SMW

Fig. 3. Stereo image, ground truth, and disparity maps
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Fig. 4. Gray level bar and window maps

From the disparity maps of Fig. 3, we can find that our algorithm minimizes the
boundary overreach. In case of object’s boundary of Fig. 3(c) and (e), our results
show steeper boundaries than those of SMW. However, performance of two algo-
rithms cannot be simply compared because the window size of SMW is not known.
We can show an influence of disposition order using window maps that indicate which
window is used among the multiple windows. A careful comparison between Fig. 3(c)
and Fig. 3(d) shows that disposition order has a great influence on the disparity map
and out assumption about disposition order is valid. In Fig. 4(a), gray level bar repre-
sents which each window is used. The window maps are shown in Fig. 4(b) and Fig.
4(c). From the window maps, we know that the proposed windows are correctly used
according to edge features. Especially, the window map of the Corridor containing
objects of diagonal edges demonstrates the proposed algorithm uses appropriately the
windows of Ts~Ty’

4 Conclusions

In this paper, we have proposed stereo matching algorithm using multiple windows to
recover sharp object’s boundary. The algorithm assumes that qualities of depth arc
affected by an appropriate window size, shape, and disposition order of multiple win-
dows. We have made necw multiple windows of horizontal, vertical, and diagonal
edges. The windows are to be expanded according to uniqueness constraint and left-
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right consistency. We carefully determined disposition order of the windows because
of an effect on estimation of disparity. The experimental results have shown that our
algorithm presents not only dense disparity maps but also sharp at the boundaries of
object. We also demonstrated that the proper window is used depending on the prop-
erties of boundaries like straight line, curve, circle and diagonal edge. These windows
can be used in image retrieval, segmentation, motion estimation, image processing, etc.
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