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Abstract—This paper describes rate-control algorithms that to drop frames since limitations on the bandwidth do not allow
consider the tradeoff between coded quality and temporal rate. the buffer to drain fast enough. Consequently, bits that would
We target improved coding efficiency for both frame-based and ¢ ;564 to encode the next frame cannot be added to the buffer

object-based video coding. We propose models that estimate
the rate-distortion characteristics for coded frames and objects, because they would cause the channel buffer to overflow. We

as well as skipped frames and objects. Based on the proposedshould note that skipping frames could lead to poor reconstruc-
models, we propose three types of rate-control algorithms. The tion of the video since frames are skipped according to buffer

first is for frame-based coding, in which the distortion of coded occupancy and not according to content characteristics.

frames is balanced with the distortion incurred by frame skipping. S .
The second algorithm applies to object-based coding, where I_f _frame skipping is allowed, the pr_oblem fc_)r the coding
the temporal rate of all objects is constrained to be the same, efficiency can be stated as follows. Given a video sequence,

but the bit allocation is performed at the object level. The third should the encoder choose to code more frames with lower
algorithm also targets object-based coding, but in contrast to the spatial quality or fewer frames with higher spatial quality? It
second algorithm, the temporal rates of each object may vary. shoyld be emphasized that the overall distortion of the coded

The algorithm also takes into account the composition problem, . . . . .
which may cause holes in the reconstructed frame when objects sequence must also include in its calculations for the distortion

are encoded at different temporal rates. We propose a solution of the skipped frames. This is a point that is often overlooked
to this problem that is based on first detecting changes in the in other papers that report data with skipped frames.

shape boundaries over time at the encoder, then employing a  The majority of the literature on rate-distortion (R-D) opti-
hole detection and_ recovery algorithm at the decoder. O_verall, mization does not touch on temporal aspect [6]-[8]. These pa-
the proposed algorithms are able to achieve the target bit rate, . . - -
effectively code frames and objects with different temporal rates, per§ gons',lder mode dE'CISI.OnS' for motion and block coding [6],
and maintain a stable buffer level. optimizations on the quantization parameter [7], and frame-type

Index Terms—Composition problem, object-based coding, selection [8_]. I_n these papers, however, it is assumed _that the

MPEG-4, rate allocation, rate control, rate distortion. frame rate is fixed. Although the tradeoff between spatial and
temporal quality has been studied by Martins [9], the tradeoff
was achieved with a user selectable parameter.

In this paper, we consider three types of coding scenarios.
URING the past decade, a number of video codinghe firstis frame-based coding, in which the distortion of coded
standards have been developed for communicating vidigames is balanced with the distortion incurred by frame skip-

data. These standards include MPEG-1 for CD-ROM storaging. The second applies to object-based coding, where the tem-
[1], MPEG-2 for DVD and DTV application [2], H.261/H.263 poral rate of all objects is constrained to be the same, but the bit
for video conferencing [3], and MPEG-4 for object-basedllocation is performed at the object-level. The third scenario
application [4]. In contrast to MPEG-2 [5], H.263 [6] andalso targets object-based coding, but in contrast to the second
MPEG-4 [10] allow us to encode a video sequence with vageenario, the temporal rates of each object may vary. In order
ableframeskip whereframeskipis the number of frames thatto enable a tradeoff between spatial and temporal qualities to be
have been skipped. With this policy, the encoder may choosentade, we propose models that estimate the R-D characteristics
skip frames to either satisfy buffer constraints or optimize ttfer coded and skipped frames/objects. This is one of the primary
video coding process. contributions of this paper.

For the most part, frame skipping has only been employedGiven the proposed R-D models, we propose rate-control al-

to satisfy buffer constraints. In this case, the encoder is forcgdrithms to improve the coding efficiency and maintain stable
buffer levels for the three types of coding scenarios described
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may appear in the reconstructed frame when objects are encodélworthwhile to formally introduce the frameskip parameter

at different temporal rates [10]. This can easily be avoided if ahd briefly discuss its impact on the rate.

the objects in the frame are constrained to the same temporabiven the R-Q relationship for a single frame, the average

rate, i.e., afixed temporal rate. However, to fully explore thebit-rate over time R) can be expressed as

potential coding gains that object-based coding offers, different P

temporal rates for each object, i.eariabletemporal rates, must = — A B

be arIJIowed. The third contrjibution of this papgr is a proposed so- k= Z R(ty) = F- R(ty) (1)

lution to this problem, in which changes in the shape boundaries k=i

over time are detected at the encoder, then hole detection aderet,, is the time index [ is the average number of coded

recovery algorithms are employed at the decoder. Although tii@mes per second, add{#;) is the average number of bits per

idea of detecting the change in shape boundaries over time waged frame. In our experiments, we have confirmed B{at)

presented in [17], rate-control algorithms that effectively utilizencreases ag' decreases.

this information for object-based coding were not described. The parameter that will tie the formulations for the rate and
The rest of this paper is organized as follows. In Section Mijstortion together is the frameskip parametg&r, which rep-

we discuss the models that we use to estimate rate and distortiesents the distance between two coded frames at a given time

for coded and skipped frames/objects. In Section I, we prinstant, i.e.{ fs — 1) represents the number of frames that have

pose a frame-based rate-control algorithm that considers a vagen skipped. This parameter may change at each coding in-

able temporal rate. In Section 1V, we propose an object-basgtént, so the relation between this parameter and the average

rate-control algorithm with a constrained temporal rate that coeeded frame raté’ is defined by the average frameskip param-

siders a tradeoff in the spatial and temporal qualities for obter f, and is given by

ject-based coding. In Section V, we present the general frame- F

work for object-based coding with variable frameskip, including fo = —== 2

rate and buffer constraints that apply for arbitrary frameskip

among objects and propose an object-based rate-control ayerers,. is the source frame rate. To be clegris a parameter

rithm for this new framework. Also in this section, we brieflythat will be used to quantify the distortion due to frame skipping.

discuss the composition problem and propose a solution to ovér1urn, this affects the values gt and I and ultimately ties

come it. Simulation results to evaluate the proposed algorithi@ck to the average bit-rafe.

are presented in Section VI, and some conclusions are drawn in_ i ,
Section VII. B. Distortion Modeling

We consider a general formulation for distortion that accounts
Il. R-D MODELS fprskipped frameD(Q, fs), \_NhereQ represents the quantizg—
] o ] tion parameter used for coding alfigrepresents the frameskip
~ The purpose of this section is to introduce models that §sarameter. Furthermore, we denote the average distortion for
timate rate and distortion characteristics of video for codeggged frames by.(Q) and the average distortion for skipped
that use variable frameskip. In order to model the distortion gfmes byD,(Q, fg'). The coded distortion is dependent on the
skipped frames, we assume that the skipped frames are intei@Qantizer, while the temporal distortion depends on both the
lated from previous coded frame. While most of the formulgyantizer and the amount of frameskip. Although the frameskip
tion is provided for video frames, it should be noted that theggcior does not directly influence the coded distortion of a par-

models can also be applied to object data as well. ticular frame, it does indeed impact this part of the distortion
_ indirectly. For example, the amount of frameskip will influence
A. Rate Modeling the residual component, and secondly, it will also have an impact

The relationship between rate and distortion for textu@ the quantizer that is chosen. Therefore, the quantization pa-
coding has been given a considerable amount of attention fameter should be represented in terms of the previously coded
rate-control app”cations_ For examp|e, in [19], a model i@n’]e andfs. Itis important to note that the distortion for Sklpped
derived from classic R-D theory and then modified to matdii@mes has a direct dependency on the quantization parameter
the encoding process of practical encoders. In [20], a gendfiche coded frames. The reason is that the skipped frames are
rate-quantizer model was proposed which can be adaptBterpolated from the coded frames, thereby carrying the same
according to changes in picture activity. In [15], a rate-contr§Patial quality, in addition to the temporal distortion.
scheme using a quadratic rate_quantizer (R_Q) model was preGiven the above, we consider the distortion over the SpeCiﬁC
sented. Most recently, He and Mitra have proposgedamain time interval[t;, ¢, ¢, |, which is given by
model that estimates the rate based on the percentage of zeros it fa—1
among quantized coefficients [21]. All of these models cans , _ , A
provide a relationship between the rate and quantizer for é)“"ti”s](QHf”fs)_ De(Qirs.)+ k:;rl Du(@ik)
given set of data. In the results presented later on, the quadratic ©)

R-Q model described in [15] is used. Since this model has been

extensively tested and used in other related works, and is hotthe above, the distortion over the specified time interval is
very central to this paper, it is not reviewed here. On the othdue to the spatial distortion of one coded frame at ¢, ¢,
hand, the skipping of frames is a focal point of this paper, gus the temporal distortion gff; — 1) skipped frames, which
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is dependent on the quantizer for the previously coded framendtich is equivalently expressed as
t =t;.
1) Distortion for Coded FramesFrom classic rate-distor- Dy(Qi k) = Do(Qi) + E{A%2 1.} . (8)

tion modeling [13], it is well known that the variance of theI d derive th d d
quantization error is given by n order to derive the expected mean square error (mse) due

to frame interpolation, we first assume that the frame at
02 =¢q-2 2R 452 (4) t = t; is related to the frame at = ¢; with motion vectors
q z
. . . . . (Az(z,y), Ay(z,y))
whereo? is the input signal variance? is the average rate per
sample, and is a constant that is dependent on the probability Yr(x,y) = ¥i(z + Az(z,y), y + Ay(z,v)). 9)
density function (pdf) of the input signal and quantizer charac- o ) )
teristics. We use the above equation to model the spatial distrihe above, it is assumed that every pigely) has a motion

tion for coded frame at = ¢; vector associated with it. In practice, we use block motion vec-
tors to approximate the motion at every pixel inside the block.
D(Q;) = a-272R1t) . 52 (5) By expanding (9) in a Taylor series, we obtain the following
equation:

wherei is the coded time index)); is the quantization parameter

for the coded frame at= ¢;, andR(f:i) is t_he average rate pery, (x + Ax(z,y),y + Ay(z,y))
sample at = ¢;. The above model is valid for a wide array of I,
guantizers and signal characteristics. = Yi(z,y) + P

As stated earlier, we have found that the average bits per
frame increases for larger values f which implies that the wWhere((9v;)/(0x), (9¢:)/(dy)) representthe spatial gradients
amount of frameskip impacts the statistics of the residual. Hoit- the = andy directions. Then
ever, contrary to our intuition, we have found that the variance o P
remains almost the same regardless of the motion characteris- Azig = — Az + —Ayik. (11)
tics within a scene. This indicates that the variance is not ca- 0w 9y
pable of reflecting small differences in the residual that impagtshould be noted that the above has been expanded using a
the actual relation between rate and distortion. The explanati@t-order Taylor expansion and is valid for smélkz, Ay).
for this phenomenon may be explained by the the design of thiis is equivalent to the optical flow equation, where the same
particular coding scheme and is believed to happen because®idition on motion is also true. As aresult, (11) is less accurate
the presence of high-frequency coefficients. Actually, we béor sequences with large motion. However, for these sequences,
lieve that it is not only their presence, but also the position @fe accuracy of the estimation is not so critical since an opti-
such coefficients. If certain run-lengths are not present in thgized encoder would not choose to lower the frame rate for such
VLC table, less efficient escape coding techniques must be usesguences anyway.

This probably means that affects the pdf of the residual, i.e., Treating the spatial gradients and motion vectors as random
the value ofa, while not changing:2. much. We feel that the variables and assuming the motion vectors and spatial gradients
p-domain analysis in [21] provides a good framework to studyre independent and zero mean, we have

this further.

2) Distortion for Skipped FrameTo model the temporal E{A°2% 1} = 02, UZAIM +02 aiyiwk (12)
distortion due to skipped frames, we assume, without loss
of generality, that a temporal interpolator simply repeats théere(oz oy ) represent the variances for theandy spatial
previously coded frame. Other interpolators that average pgékdients in frame at= t;, and(o3,, .03, ,) represent the
and future reference frames, or make predictions based \GHiances for the motion vectors in theandy directions, re-
motion, may still be considered in this framework. spectively.

The distortion due to skipped frames can be broken into two3) Practical Considerations.The main practical aspect
parts: one due to the coding of the reference and another duédgonsider is how the equations for the distortion of skipped
the interpolation error. This can be derived as follows. ,&@t frames are evaluated based on current and past data [14]. For
denote the estimated frametat- tk’% denote the last coded instance, in its current form, (12) assumes that the motion
frame att; < ty, and@/;k — JJL Then, the estimation error atbetweer, the current time instant, arid a future time instant
t =t is is known. However, this would imply that motion estimation

X 5 5 is performed for each candidate framie, Since such com-
er = Yr — Vi = P — Yy = Y — i + b — Py (6) putations are not practical, it is reasonable to assume linear
T T motion between frames and approximate the variance of motion
’ vectors by

o;
A:l:i7k + iAyiJc +--- (10)
x Jdy

where); and1);, represent the original frame at= ¢; and
t = t, respectively, and\z; , andAc; represent the frame in- 9 9 k—i\?
. . . . ON. , "ROA, . (13)
terpolation error and coding error, respectively. Assuming these ik iy fi
guantities are independent, the MSE is given by

where f; denotes the amount of frameskip between the last
E{e;} = E{A%c;} + E{A%z;} (7) coded frame and its reference.
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Fig. 1. Comparison of actual versus estimated distortion for Akiyo. (a) Distortion for coded frames. (b) Distortion for skipped frames: ficsfrekipgzeonly.
(c) Distortion for skipped frames: second skipped frames only.

Similarly, estimates of the distortion for the next candidatieial and estimated distortion for the skipped frames. Fig. 1(b)
frame to be coded [i.e., calculation of (4)] require knowledge shows the first skipped frames, while Fig. 1(c) shows the second
a ando—i, which depends oif,. Since we do not want to per- skipped frames. The plots indicate that the estimated distortion
form motion estimation for the entire set of candidate framegf skipped frames is quite accurate. In case the motion in the
the actual residuals are not available either. To overcome ttésguence is large, the distortion due to frame skipping would be
the residual for the set of candidate frames at a given time msignificant factor in the overall distortion. In this case, we do
stant is predicted based on the residual of the current framenat expect the estimation to be accurate due to the assumptions
t = t;. Since we have observed that changes in the variamoade in the derivation of this model. However, it is safe to say
for different frameskip are very small, this approximation is exhat an optimized coder will never choose to skip frames for such
pected to have a minimal impact on the estimated distortion. dnsequence—we only need to know that the distortion is high.
this way, changes i, are only affected by the bit budget forRather, it will resort to using a coarser quantizer until buffer con-
candidate frameskip factors. straints force the encoded sequence to a lower frame-rate. As a

4) Accuracy of Distortion ModelsTo confirm the accuracy result, the accuracy for estimating the distortion of the skipped
of the distortion models, we devise two sets of experiments.ffames is much more critical for sequences with low to mod-
first experiment to test the accuracy of the estimated distortienate motion.
for coded frames and a second experiment to test the accuracy of
the estimated distortion for skipped frames. Results are provided IIl. FRAME-BASED RATE CONTROL

for the Akiyo sequence, as this is one such sequence in whict]3 d on the R-D models develooed in th . .
the assumptions for estimating the distortion for skipped frames ased on the R-L models developed in he previous section,

hold we describe a frame-based rate-control algorithm that accounts

) . . for frameskip.
In the first experiment, the sequence is coded at a full frame P

rate of 30 fps. Three fixed quantizers are used to code the e
guence() = 2 for the first 100 frameg = 15 forthe next 100 "~
frames, and) = 30 for the last 100 frames. Fig. 1(a) shows the Our objective is to minimize the average distortion given by
estimated distortion for the coded frames, which are calculated) subject to constraints on the overall bit rate and buffer occu-
according to (5) withu = 1. From this plot, we note that the es-Pancy. Stated formally,
timated distortion tracks the actual distortion quite accurately. _
Similar results have been obtained for sequences with higher argmin Dry, ¢, [(Qivy,, fs)
motion [23]. R<R

In the second experiment, the sequence is coded at a fixed subjectto{ B; + R(tit+f.) < Bmax (14)
rate of 10 fps. Fig. 1(b) and (c) shows a comparison of the ac- B; + R(ti+f.) — fs - Rarain > 0

Algorithm Overview
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t t. t.
1 1

1 Set f, — max{l, fi ~ 6}, Dyin — co. = e B
2 Calculate the target bits for the frame, which is mainly depen-

dent on the current value of f; and B;. oo TA,I TAQ see Case A
3 Determine the quantizer value, Q4 f, using R-Q model.
4 Estimate the distortion using (3).
5  Check if the quantizer and the rate that it expects to produce oo TB eee Case B

still satisfies rate and buffer constraints. If not, skip to last

step since the current value of fs is no longer valid.

Otherwise, continue. Coded frame I:‘ Skipped frame
6 If the current distortion is less than Dy, then replace Dynin PP

with the current distortion and record encoding parameters.
7 Repeat from step 2 with fs = fs + 1 while new value of fs,

fs < min {fl +4, f'ma;zr}

@

ti+| ti+fx ti+jk+|

ti+jk+p

Fig. 2. Rate-control algorithm for frame-based coding.

whereR is the number of the generated bit rakeis the target
bit rate, B,.x IS the maximum buffer size in bit3; is the cur-
rent buffer level, also in bits, anfly,.i, IS the rate at which the
buffer drains per frame.

In order to solve the above problem, we use the rate-con- (0)
trol algorithm outlm_ed in Fig. 2. The parametgrdenotes the Fig.3. Coding modes. (a) Model I. (b) Model I
amount of frameskip between the last coded frame and its ref.
erence. It should be noted that the paramétisrused to limit
the change irf, from one coded frame to another, similar to th&hile improving the coding efficiency. The temporal rate of ob-

- all -

temporal rates of all objects must be equal. In the following, we
B. Bit Allocation and Buffer Control first introduce the different coding modes that are considered,

, ) ) then provide an overview of the algorithm, followed by a dis-
Given a candidate value gf, target bits for the frame are . ,ssion of bit allocation and buffer issues.

dependent on this value ¢f and the buffer occupancyg;. As
in [10], initial target bitsTy are determined according to théa R-p Coding Modes
number of remaining bits, the number of frames left in the se-

quence and the number of bits spent during the last frame. ThéA‘SSU(;T_‘Ing thgt aérame at= ;L is the last Coﬁ_eg frr]ar;]e", the
only difference with the initial calculation is that the remainings-2 €0ding modes determine the manner in which the following

number of frames are divided by the candidate valug,ofn 1@mes are coded. Given a target number of bits, Fig. 3 shows
this way, a proportionately higher number of bits will be adhe possible coding modes for considering the tradeoff between

signed when the frameskip is higher. After the initial target bit%f’atial and temporal qualities, Wher_e Fig. 3(a) consi_ders tradeoff
T, have been determined, it is scaled by without regard to the current quantizer value and Fig. 3(b) con-

siders tradeoff when the current quantizer is too large.

5. _ A Instead of coding frames with a fixed frameskip rate, we con-

Bv, + 2(Bmax Bz . . . . . g .
T =Ty - 5 (B 5 (15) sider coding them with a variable frameskip over a specific time

2B; + (Bmax — Bi) interval[t;, t;+ ¢, +1]. The value off, is to be determined and in-
dicates that fs — 1) frames should be skipped due to a lack of
target bits to code the texture in the next frame. The number of
bits used to code the shape, motion and header information of
. the previous frame is used to determine if there are sufficient
B; = Bi = (fs = 1) - Rarain. (18) " humber of bits or not.

. e . Given rate and buffer constraints, we present the encoder with
This modification to the traditional buffer fullness must be madﬁv0 options as part of Model | P

to simulate the lower occupancy level as a result of frame skip-
ping. Otherwise, the scaling operation in (15) would force the
target too low. If the target is too low for highgt values, the

where the modified buffer fullnesB; accounts for the current
value of frameskip and is expressed as

1) The encoder codes the two successive frames. [@hse
2) The encoder skips the current frame and codes the next

resulting quantizer would not be able to differentiate itself from frame with the higher target bits allocated by skipping the

the quantizers that were computed at loyervalues. In this current frgme. [Casé]. )
case, it would be difficult for the tradeoff between coded antf® @bove choices are made continuously on a frame-by-frame

temporal distortion in (3) to ever be in favor of skipping frameg)'asis_and are based on the R-D characteristics of the frames as

described further below.

IV. OBJECT-BASED RATE CONTROL: CONSTRAINED TEMPORAL Given the p_r(_)po_sed .R'D models, we consider the distortion
over the specific time intervdt;, ¢,y ;. 1] for each case. For

RATES CaseA, the distortion of theth object is defined as
In this section, we propose an object-based rate-control al-

gorithm that supports the coding of multiple objects in a scene, D},A(Qj, fs) =Dc(Qjitr.) + Do (Qjivr.+1). (A7)
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For CaseB Finally, the distortion over all objects for this case is defined
as
D1 5(Qj, fs) = Ds(Qjivi+ fs) + De (Qjiv.41) - (18) Mo
di(Q, fo+p) =D Dil(Qjivsoap. fs+p)- (23)

In the above, we ignore the temporal distortion(¢f — 1)
skipped objects. If the target bits are sufficient for the current
frame, as is the case for high bit rates, this distortion will dis-
appear. Although both cases have the same expression forth
coded distortion (third term), the coded distortion in (18) will Given the above coding modes, we now consider a
usually be smaller than the coded distortion in (17) since marate-control algorithm for object-coding that maximizes the
target bits are allocated to the latter case. In the event that flegformance subject to constraints on the overall bit rate and
target bitsT'4 » for the second frame is smaller than the shapbuffer occupancy.

motion, and header informatidh,q, (¢t = t;) of the previously For Model 1, the coding mode is determined by

coded frame, the frame &it= ¢, .11 is skipped in Casél. As ]
a result, the distortion is given by min{dy 4(Q, fs), d1,B(Q, fs + 1)} (24)

i=1

eAIgorithm Overview

. . where the constraint on the rate is written as
D7 4(Qj. fs) = De(Qjivs.) + Ds (Qjits. i+ fs +1).

(19) R<R. (25)
As was stated earlier, since every object in the current tirH—ge constraints on buffer are given by
is (_either codeq or all objects are skipped, the distortion over all Ca - = B+ R(tiyf.) < Bmax
object are defined by AL= B+ R(tivs.) — fs - Rarain > 0

Bi + R t; s < Bmax
Cas { +£. + Bltiyg41)

B’H‘fs + R(ti-l-fs-i-l) - (fs + 1) : Rdrain >0

M
dra(Q. 1) =Y D7 4(Qs. ) (20)
J=1 _ Bz < Bmax
CB71 = {

M . Bi_fs'Rdrain>0
drp(Q, fs+1) =YD p(Qi. o) @) B+ Bltige) < B .
=t B2 =\ Bi+ R(tiy f.41) — (fs +1) - Ragain > 0 (26)
whereM denotes the total number of video objects. By considering the constraints on the rate and buffer, we select

With regard to coding efficiency, we consider the case iBased or CaseB with a minimum distortion as a coding mode.
which the current quantizer for the allocated target bits is t00 For Model 11, the coding mode is determined by,

large. In this case, the encoder should decide whether to code

the current frame with this quantizer or skip several frames and argmindr(Q, fs + p) 27)
assign a lower quantizer to the next coded frame as shown in . .

Fig. 3(b). In typical coding simulations, a large quantizer willvhere the constraint on the rate follows (25). The constraints on

be assigned to a frame at time indéx+ f,) due to a high Puffer are given by

buffer level leading to an insufficient number of available bits. Bi < B

Although the buffer occupancy is decreased with frames up fg11.p-1 = { Bi— (fs+p—1) Rgzain >0

time index(i + f5) skipped, it should be noted that the number

of available bits is not sufficient to allocate a low quantizerto Cyy,, = { Bit Blir s, +p) < Bmax (28)
P Bi+ R(titf,4p) — (fs +p) - Rarain > 0

a coded frame becaugke is only determined by the number of
bits for the header information of the previous frame. As aresulijfith the constraints on the rate and buffer, we determine the
the coded frame with low quality is likely to affect the distorframeskip value which is the sum ¢f andp.

tion of several frames to follow. Lef,,.« be the last coded time  In order to control the rate and select the proper coding mode,
index that the coded frame affects gnthe number of skipped we use the rate-control algorithm outlined in Fig. 4. It should
frames for assigning a lower quantizer. Given the above, we cdse noted that the process for Model Il is performed when the
sider the distortion over the specific time interyal t; . 1,]. current quantizer for the allocated target bits is too large.

If we ignore the distortion occurred by a lack of the target bits,

we can quantify the distortion of Model Il as follows: C. Bit Allocation and Buffer Control

. With regards to bit allocation, given the remaining number of

Diy(Qji+fo4p: s +p) framesN}, the calculation of the target bits for the frame fol-
i+fo4p—1 lows the procedures discussed in Section IlI-B. The remaining

= Z Dy(Qj,isk) + De(Qjit f.4p) number of framesV/. and the buffer fullnes®; are determined
k=i+fs according to the current mode.
i+ fmax For CaseA in Model |, they are changed as follows:

D DaQiitsan k) (22)

!
k=it f.+p+1 N, =N, — fs
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Set f, = 1.

Calculate the target bits for the frame. See Sec. III-B.

Determine whether the current frame should be skipped or not.

If the target bits may not be enough even to code the motion,

shape and header information, increase the value of fs until

the target is larger than information used in the previous

frame. If the frame is skipped, repeat from Step 2.

Distribute the target bits according to (32) for each object.

Determine the current quantizer and the target bits for each

object subject to constraints on the previous quantizer.

6 Estimate the distortion using (20) and (21). To estimate the
distortion, we need to calculate the target bits for the next
coded VOP as well.

7 Check if the selected quantizer and the rate still satisfy the

rate and buffer constraints. If not, repeat from Step 2 with

N; = N, - f,. Otherwise, continue to Step 8.

Select the proper coding mode for Model I. See Sec. IV-A

Select the proper coding mode for Model II using (27) and

(28). It is important to note that we should have a standard

of judgments for determining a threshold quantizer. However,

it is very difficult to choose the exact value of quantizer

to be considered. In our simulations, we choose 26 as a

threshold value.

10 Encode the next frame.

(R

T

© ®

Fig. 4. Constrained object-based rate-control algorithm.

Bi = Bi+ R(tiys.) — fs« - Rarain. (29)
For CaseB in Model |
N/ =(N, - f,+1)/2
éi = Bi - fs . Rdrain- (30)
For Model 1l
N;ﬂ = (Nr - fs + 1)/]7
Bi = BL - (fs +p - 1) . Rdrain (31)
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Fig. 5. Object-based coding with arbitrary frameskip.

we have the freedom to choose different frameskip factors and
corresponding quantization parameters for each object. While
this problem shares a number of common issues with the algo-
rithms presented in the previous section, it is unique in that we
now have the opportunity to exploit the varying properties of
each video object; however, we must also consider the impact
of rate-control decisions on a shared buffer and also address the
composition problem. This section introduces the general ob-
ject-based coding framework, presents a set of constraints on
both the rate and the buffer, and presents a solution to the com-
position problem.

A. Unconstrained Framework

To illustrate the problem being addressed, Fig. 5 shows an
example of object-based coding in which each object has an
arbitrary frameskip. Lef\/ denote the set of object id’s ard
denote the complete set of time indic&$(/) denotes the set of
coded objects at time indéxt = ¢;). Also, givenl € L, letl
equal the previous value ffexcept whenis the first element in
L;in that caséy, = 0. For example, in Fig. 54 = 0,1,2, L =
los U112, 13,14, 15,16, M(lo) = 0,1,2, M(l1) = 0,2, M(l2) =

whereN, and B; are the remaining number of frames and thg 5 a4 50 on. Then, the constraint on the rate can be written as

buffer fullness at time;, respectively.

In order to find appropriate quantizer values for every object
in the scene, we need to distribute the total target bits for a frame

(33)

Z Z R](t - tl) S Rbudget

leL jeM(l)

among the multiple objects. In previous work [10], [11], [16],

the distribution was a function of the size, motion and mean aghereR; (¢ = ) is the number of bits used for thj¢h object
solute difference (MAD) of each object. Once the target bits fét¢ = t. Equation (33) essentially says that the sum of rates for
each object were determined, the available bits for texture wetbobjects at all time instants within the specified time interval
calculated by subtracting the bits used for motion, shape, amést be less than the calculated bit rate budget over that time
other side information. The main drawback of this approach ifterval.

that there may be insufficient bits to code the texture for very low In order to ensure that buffer overflow and underflow are
bit-rate cases, even ¥z is sufficiently larger than the headeravoided at every coded time instant, we have a set of buffer con-

bits for the previous frame. To overcome this problem, we defiéraints which are given by

the following distribution of the total targéfz, which guaran-
tees that the target bits for thith object?}; is always larger than
the sum of bits used for motion, shape, and header information,

which is denoted a%}.q4,

71]' = (TB - Thdr) . (meOT] + wuVAR]) + Thdr,j. (32)

In the aboveMOT; andVAR; denote the motion anblAD?

of the jth object as defined in [10]. The weights should th

W, W, € [0,1] and satisfyw,,, + w, = 1.

V. OBJECTBASED RATE CONTROL: UNCONSTRAINED
TEMPORAL RATES

Biji,+ > Rj(t=t, 1) < Bumax; VIEL (34)
JEM(I)
By, + Z Rj(t=ty :t1) — (I = lo)Rarain > 0;
JeEM(I)
Vie L (35)

wherei is the currenttime index3; 1, is the current buffer level
bits, B .« 1S the maximum buffer size, an@ly,.;, is the rate

at which the buffer drains per time insta®; (¢t = t;, : ¢;) is

the number of bits used for thigh VO at time index froni, to

l.

With the above constraints, it is possible to formulate a

In this section, we consider an object-based rate-control akoblem that aims to minimize the overall coding distortion.
gorithm for which, in contrast to the previous section, the tensuch a problem could be solved by searching over all valid
poral rates for each object are unconstrained. In other wordembinations of frameskip factors and quantization parameters
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© w I o

Set fs = 1, Dpyin = 00

Calculate the initial target bits for the current time index, and
scale this target based on the current buffer level and the buffer
size. See Sec. III-B.

Compare the target bits with the motion, shape and header
bits of the previous coded objects, and determine the coded
object set, Mp, based on the target bits. The set My,
includes all possible subsets of M. In the case that every object
should be skipped, My, is defined as an empty set, and we
repeat from step 2 with fs = fs + 1. See Section V.B.2.
Distribute the target bits according to (32) for each object
included in the subset M (i + fs) belonging to M.

Calculate the quantization parameter and the target bits for
each object.

Estimate the distortion using (38) and check the buffer condi-
tion using (36).

If the current distortion is less than Dy,in, then replace Diin
with the current distortion and record encoding parameters.
Repeat from step 4 with the next subset M (i + f5) belonged
to LM L.

Determine the optimal set of coded objects, M*(i + fs), with
minimum distortion according to (37) and encode the objects
belonging to this set.

Update the next coding time index using fs and M™*(i + f)
and repeat from step 1.

Fig. 6.

Unconstrained object-based rate-control algorithm.

are less than the header bits which are used to code the motion,
shape, and header information, then the encoder is forced to
skip all objects. In the rate control presented here, however, the
algorithm allows the encoder to code a subset of objects.

Similar to the frame-based rate control discussed in the pre-
vious section, we distribute the target bits to each object using
(32). In order to support uniform picture quality from frame to
frame, we restrict the current quantizer to the previous quantizer
of the same object [10].

C. Selecting Possible Coded Sets of Objects

We first determine the number of frames to be skipped based
on the current buffer fullness. In case any object cannot be coded
at the current time index, the frameskip facyaris increased.
However, it should be noted that the frameskip rate for the pro-
posed object-based algorithm is smaller than that for the frame-
based algorithm. This is because a subset of all objects can be
coded within the unconstrained object-based coding framework.

Based on the buffer constraints given by (34) and (35) with
time index! = (i + f5), we determine the possible set of ob-

within a specified period of time. However, the complexitjﬁgts to be coded at time indéxFor each subset of the set of

of such a approach is very high. Not only are there mar‘&b

ject id’s, the subset belongs to the possible codedlfseif it

combinations of frameskip factors and quantization for eadgtisfies the constraints on the buffer.
object, but we must also track the individual time instant _ _ _
that each object is coded. In the following, a low-complexitl- Selecting an Optimal Set of Objects

object-based coding framework is considered that aims toThe set of objects to be coded at a particular time instant is
improve overall coding efficiency.

B. Algorithm Overview

In this section, we consider the rate-control algorithm for a re- The optimal set of objects to be codéd" (i + f;), are those
stricted object-based framework. We refer to this framework gt satisfy
being restricted since a decision on the frameskip factor of a par-

ticular object is made locally, i.e., without considering the var- dar-(i+7,)(Q, fs) =
ious combinations of frameskip factors. With this framework,

selected based on the total distortion associated with each frame,
which includes both coded distortion due to the quantization
error and skipped distortion due to the skipped objects.

the proposed algorithm first determines the set of objects to Rgere
coded at the next coding time, and then considers the bit alloca-
tion for each object to be coded.

The purpose of the rate-control algorithm is to maximize the
coding performance subject to constraints on the overall bit rate
and buffer occupancy. The problem is formulated as follows:

subjectto

J\I(igbfisr;c]u |d]\[(i+fs)(Q./ fs)|
R<R
Bi + Z Rj(t =tit,) < Bmax
JEM(i+f.)
BZ+ Z Rj(t:ti+f5)_fS'Rdrain>0
JEM(i+fs)

(36)

. daici f 37
A'I(iir}glcl\l,w M+ (Q, f)| - (37)
(@)= 3 De@irs)
JEM(i+fs)
+ > D@ fo). (38)
JEM(i+fs)

E. Target Bit Allocation and Distribution

The initial target bitsly for the current time index are allo-
cated based on the initial assumption that every object is coded
at the current time index. Similar to the frame-based bit alloca-
tion, the initial target for each object is usually calculated based
on the remaining bit$;., the number of bits used for coding the
previous;jth object,f’m, the current value of, the remaining
number of framesV/, and the number of objects. The remaining

where M (i + fs) denotes the set of coded objects andumber of framesV, are subtracted from the value §if from
drrivr,)(Q, fs) represents the total distortion of objectshe remaining number of frame¥, att = ¢,. If the jth object
belonging toM (i + f) at time index(i + f5).

In order to control the rate and select the optimal coded obje¢bt coded bits determined from the actually coded time index.
set, we use the rate-control algorithm outlined in Fig. 6. WitAfter the initial target has been determined, the target bits are
the rate-control algorithms presented earlier, if the target bsaled according to (15).

is not coded at the previous coded time indgy, is assigned
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Based on the scaled target, we now consider distributing tr D VO 0 : Background A VO 1 : Foreground
available bits to the objects to be coded. ILgt, be the number
of bits used for the shape, motion and header information of th \\

previous objects belonging to the subsét: + f5), i.e.,

Thar = Z T} hdr- (39)
JEM(i+fs)

() (0)
In order to guarantee that the target for jieobject is always _ , _
Iarger tharﬂj]}hdr, we use the distribution given by (32). Given(Fk;?.CﬁrreEte?r(;\rlﬁg of frame with full-rectangular object. (a) Previous frame.
the target bits for each object, the quantizer for each object is
calculated using a given rate-quantizer model. (VO 0: Foreground [ | VO 1: Foreground 4, VO 1 : Foreground

F. Discussion on Composition Problem

This section discusses a solution to the composition problen
which is a problem associated with the coding of multiple videc
objects at varying temporal rates. This problem was describe
in [18], and in [17], shape hints that were based on a Hammin
distance metric were proposed to measure the amount of chan
in an object boundary between frames. By using this shape hint,
the possibility for the composition problem to occur could beig. 8. Recovery of frame without full-rectangular object. (a) Previous frame.
detected in the encoder. Assuming that some tolerable amoffhfurrent frame.
of holes are allowed in the encoded scene, hole detection apd
recovery algorithms should be employed to cover up the undg
fined pixels. In the following, encoder and decoder side opere ' |
tions are presented.

To detect and avoid the composition problems in the encode
a simple algorithm can be used [18]. First, it is important tg . )
determine the existence of any still objects, which are eithe B =
full-rectangular objects that consume the entire frame or arb @ )
trarily shaped objects that do not move. Then, we need to check
the possibility of the composition problem for the moving obFig. 9. Detection of hole regions. (a) Initial hole region. (b) Exact hole region.
jects. Since it takes at least two moving objects to cause the com-
position problems, we can immediately apply the proposed olggions of the reconstructed frametat ¢; is calculated by
ject-based rate allocation to the encoding process if the number

(a) (b)

. . . . . M-—1 M-1
of still objects is more than the total number of objects minus o - U A U A (40)
two. If this condition is not satisfied, we must then determine if C g id ety Fel
Jj= =0,k#j

the movement of the nonstill objects is tolerable or not. To do
so, each shape hint is compared to an empirically determini¢the thejth object is skipped4; 4 includes no elements.
threshold. If the shape hint for the object is smaller than theln case the reconstructed frame consists of arbitrarily shaped
threshold, the movement of the objects may be tolerable in thisjects without a background object as shown in Fig. 8, the pro-
reconstructed image. If the threshold is exceeded by any gmesed algorithm detects the hole region depicted by the white re-
hint, then we may conclude that too much distortion in the corgion in the Fig. 9(a). In order to detect the exact hole region as
posed scene will result. However, we should note that due to tleown in Fig. 9(b), we impose a restriction on the hole detection
sensitivity of the human visual system, holes may easily be dagorithm. For the selll;, an element belongs #d; is discarded
tected even though they do not impact the average PSNRuflthere is no elements of skipped objects within a search range
order to overcome this problem, we consider reducing this efround pixel positions of the element. Because the effect of the
fect by recovering any undefined pixels in the decoder. composition problem is already minimized at the encoder, it is
In order to reduce the effect of holes in the scene, we firsbt necessary to select a high value for the search range. The
check for the existence of holes, then restore the detected hexrepirically determined value of the search range used in our ex-
regions. Fig. 7 shows how to detect the holes in the reconstrucpetiments is 8. We should note that a search range is not needed
frame with background object which is a full-rectangular objedif. an object with a background exists.
Let A; . andA; , be sets that contain pixel positions of the seg- After detecting the holes in the reconstructed frame, we now
mentation map of gth object at the current and the previousecover the pixels within holes. We assume that one object
coded time instant, respectively, and }et, be the difference is coded and the other is skipped in the frame. Because the
between these two sets. Then, theRBetvhich represents hole coded object has the original shape of the object, changes of
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TABLE |
COMPARISONS OFPSNR VALUES FOR THECONSTRAINED OBJECT-BASED RATE ALLOCATION

Sequence VO | Reference Algorithm (VMS) [ Frame-based Algorithm
[ 732 T 48 64 128 1 256 (kbps) | 32 48 T 64 128 T 256 (kbps)
AKIYO 0 30.13 | 39.15 | 39.23 | 41.87 45.88 39.24 | 39.23 | 39.50 | 42.60 45.71
1 29.12 | 29.65 | 30.53 | 34.37 37.10 30.17 | 3031 | 30.55 | 34.47 37.55
FOREMAN 0 32.21 [ 3097 | 31.12 | 31.14 31.05 33.00 | 31.88 | 31.45 | 31.20 31.16
1 3320 | 30.85 | 30.40 | 30.10 30.49 3487 | 32.92 | 31.53 | 30.42 30.66
Akiyo, 30Hz, CIF, 2VO, 32 kbps Akiyo, 30Hz, CIF, 2VO, 64 kbps
140 | I I " Reference Method —— 140 I I " Reference Method —— |
Proposed Algorithm ------- Proposed Algorithm -------
120 120 4
> 100 < 100 - ]
2 80 2 80
O 6o S o UV VNN AT P A
o L o
5 5
m 40 o 40 4
20 - 20 4
0 1 1 1 1 1 0 1 1 1 1 1
0 50 100 150 200 250 300 0 50 100 150 200 250 300
Coded Frames Coded Frames
() (b)
Akiyo, 30Hz, CIF, 2VO, 256 kbps
140 F l l " Reference Method —— _
Proposed Algorithm -------
120
2
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-
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Q2
5
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0
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(©)

Fig. 10. Comparisons of buffer occupancy for the frame-based rate allocation. (a) 32 kbps. (b) 64 kbps. (c) 256 kbps.

the coded object result in the degradation by the sensitivity dhese sequences are encoded at different bit rates using the stan-
the human visual system. Therefore, the pixels within holelard MPEG-4 rate-control algorithm that is implemented as a
must be recovered from the region of the skipped objects. part of the MPEG-4 reference software [12]. The bit rates that
order to recover holes, we use the Euclidean distance betwaanconsider range from 10 to 64 kbps for low bit rate testing
pixels within holes and pixels in the segmentation plane ebnditions and from 32 to 256 kbps for high bit rate test con-
the skipped objects. Each pixel within holes is replaced by ki&ions. The sequences are encoded at the full frame rate of the
pixel in the shape boundary of the skipped object that hasaurce sequence on the input and the buffer size is set to half the
minimum distance between the pixel in the holes and the pixat rate for the sequence [10], [12].
in the skipped object. In Table I, we compared the performance of the proposed
algorithm and that of the reference algorithm in terms of R-D
values. They are calculated over all the frames, including
VI. SIMULATION RESULTS those frames that are skipped and are simply reconstructed
by copying from the previous frame. At the lowest bit rates
In order to evaluate the performance of the proposed algespecially, the proposed method outperforms the reference
rithms, we consider the Akiyo, News, and Coastguard sequencethod. In the low-bit-ate simulations, the reference method
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TABLE I
COMPARISONS OFPSNR VALUES FOR THEUNCONSTRAINED OBJECT-BASED RATE ALLOCATION
Sequence | VO | Reference Algorithm (VMS) Object-based Algorithm
[32° T 48 64 128 T 256 (kbps) 32 48 1 64 128 1 256 (kbps)
AKIYO 0 39.13 | 39.15 | 39.23 | 41.87 45.88 39.34 | 4031 | 40.93 | 44.26 45.70
(CIF) ! 29.12 1 29.65 | 30.53 | 3437 37.10 30.39 | 30.82 | 32.46 | 3490 38.43
NEWS 0 37.32 | 37.28 | 37.30 | 37.29 42.03 37.36 | 37.47 | 37.64 | 41.89 44.39
(CIF) 1 29.05 | 29.03 | 29.00 | 29.36 33.88 29.11 | 29.23 | 29.15 | 30.83 35.48
2 29.25 | 29.00 | 2895 | 29.46 33.41 29.58 | 29.40 | 29.73 | 32.63 35.95
10 24 32 48 64 (kbps) 10 24 32 48 64 (kbps)
AKIYO [ 0 36.63 | 36.62 | 36.60 | 38.04 40.71 36.67 | 39.63 | 41.84 | 44.86 45.25
QCIF) [T 27.84 | 2896 | 30.26 | 32.44 33.91 2894 | 31.02 | 3234 34.14 36.00

Akiyo, 30Hz, CIF, 2VO, 300 Frames

105 also observe that actual coded bits are well matched to the target

' Reference Method ——— bits in our proposed algorithm, while there are significant fluc-
Proposed Algorithm ---—--- tuations in the MPEG-4 reference method.
Fig. 13 shows the buffer occupancy for the proposed object-
115 | | basedmethodandthereferenceatdifferentsequencesandbitrates.
The initial buffer level is setto zero before coding the first I-VOP.
Aswe canseeinFig. 13, the bufferoccupancyforthe proposed al-
gorithm is quite stable over the broad range of testing conditions
105 L J andisalwaysunder 100%, althoughthetestsequenceswithalarge
frame size have been encoded. The occupancy has approximately
T ] 60% on average and variations of about 20%. From these results,
we cansaythatthebufferhaslittle chance ofoverfloworunderflow,
0.95 L ! ! ! ! although we do not show other simulation results. As shown in
0 0100 150 200 250 300 Fig.13(a), (b),and (), the bufferinthe MPEG-4 reference method
Rate (kbps) experiences at least one overflow.
Fig. 11. Ratio of actual coded bits to target bits for the frame-based rate Figs. 14 and 15 show the results of the proposed algorithm
allocation. for solving the composition problem. Fig. 14 is one example of
the composition problem generated by the foreground and back-
is forced to skip frames due to buffer constraints, whereas t§&und object. If two objects construct the whole frame such as
proposed method skips frames based on buffer constraintssageman, the existence of the background object can be easily
well as the minimum distortion criteria. detected. Fig. 15 is one example of the composition problem
Fig. 10 shows the buffer occupancy for the proposed methgenerated by arbitrarily-shaped object without background ob-
and the reference method from 32 o 256 kbps. As we can gegt. This test is conducted on two video objects (VO1 and VO?2)
from the plots in Fig. 10, the buffer occupancy for the proposes the Coastguard sequence. VOL1 is a large boat with some mo-
algorithm is quite stable over the broad range of testing congion and complex shape, while VO2 is a small boat. VO2 goes
tions and is always under 100%, although the test sequence jpagie opposite direction of VO1.
alarge frame size. From these results, we can say that the bufferhe white areas in Fig. 14(b) shows the result of the hole
has little chance of overflow/underflow. As shown in Fig. 10(adetection algorithm using (40). Fig. 14(c) shows the result of
and (c), the buffer in the MPEG-4 reference method experiena@g proposed hole recovery algorithm. As shown in Fig. 14(c),
at least one overflow. there is no problem with object composition and no degradation
Another key aspect of the proposed algorithm is that the asfthe picture quality by human visual system.
tual coded bits in the proposed algorithm are similar to the targetrigs. 15(b) and (d) show the detected holes and the recov-
bits over a wide range of bit rates. Fig. 11 shows the ratio of tiaged frame, respectively, when a search range is not applied. In
actual coded bits to the target bits. Fig. 15(b), the white area and the grey area represent the de-
In Table Il, we compared the performance of the proposesgkcted holes and skipped object, respectively. The pixels in the
object-based rate-allocation algorithm and that of the referengfite area should be recovered from the grey area. However,
algorithm in terms of R-D values. Table Il shows that thehere exist the area that can be against the human visual system.
proposed method outperforms the MPEG-4 reference metheghy. 15(c) and (e) shows the results of the hole-detection algo-
While the MPEG-4 reference method is forced to skip VORghm with the restriction and its recovered frame, respectively.
due to buffer constraints, the proposed method skips VOPRese results indicate that the reconstructed frame is more rea-

based on buffer constraints as well as the minimum distortiganaple by human eyes for the case when the hole regions are
criteria. We should note that it is not necessary for each tiragcovered within a search range.

instant to include every object in the proposed algorithm. We
observe that lower quantizers are automatically assigned to a
more interesting foreground object that has a higher motion.
Fig. 12 shows the ratio of the actual coded bits to the targetin this paper, we have proposed bit-allocation algorithms that
bits for the object-based rate allocation. From Fig. 12, we cannsider the tradeoff between coded quality and temporal rate.

[Actual Coded Bits]/[Target Bits]
T
1

VIl. CONCLUSION
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Fig. 12. Ratio of actual coded bits to target bits for the object-based rate allocation. (a) Akiyo, CIF. (b) Akiyo, QCIF. (c) News, CIF.

In order to enable the tradeoff between them to be made, we hatbgect-level. In this framework, we have proposed the distortion
proposed models that estimate the rate-distortion characteristiasdel for the case that we can easily encounter during the
for coded frames and objects, as well as skipped frames artoding process. We have also proposed a distortion model
objects. Based on the proposed models, we have also propdbedl is applicable when the current quantizer is too large,
rate-control algorithms for frame-based and object-based codegpecially in lower bit rates. It should be noted that the tradeoff
that minimize the overall distortion considering frameskip. Fdretween spatial and temporal quality is automatically achieved
object-based coding, we considered an algorithm in which thg the encoder. Simulation results show that the proposed
temporal rates of each object were constrained and anothkigorithm has an improved performance over the MPEG-4
algorithm in which the temporal rates were unconstrainedeference algorithm, while the actual coded bits in the proposed
In addition, we have proposed solutions to the compositi@gorithm are almost the same as the target bits over the
problem for the unconstrained coding scenario. entire bit rates.

The distortion for coded frames/objects is expressed byln the unconstrained object-based framework, we have pro-
classic rate-distortion models. For the distortion of skippgmbsed the rate-allocation method where bit allocation is per-
frames/objects, we derived an approximation from the prifermed at the object level and temporal rates of different ob-
ciples of optical flow. This approximation is expressed bjects may vary. In contrast to the constrained framework, the
a function of the second order statistics of the motion ammoposed algorithm allows the encoder to code a subset of ob-
spatial gradient and provides reasonably accurate estimategdots because the proposed bit allocation is performed at the ob-
sequences with low to moderate motion. For the frame-bagedt level. By simulating the proposed algorithm at different test
coding, we have proposed a rate-control scheme that minimizegjuences, we observed that the proposed algorithm improved
the distortion for video coding with frameskip. the coding efficiency about 1-2 dB than the MPEG-4 reference

In the constrained object-based framework, we have proposddorithm, while the actual coded bits in the proposed algorithm
the rate-allocation method where the temporal rate of all objerte almost the same as the target bits over a broad range of
is constrained to be same, but the bit allocation is performedtasting conditions.
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Akiyo, 30Hz, CIF, 2VO, 32 kbps

Akiyo, 30Hz, CIF, 2VO, 256 kbps
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Finally, we have described the composition problem assotisn and recovery algorithm at the decoder. Although any holes
ated with the object-based coding and rate allocation and piethe reconstructed frame are negligible and do not impact the
posed the methods to overcome this problem. The proposedRBNR values by employing the shape hint measures at the en-
gorithm is based on first detection changes in the shape boundéder, we considered the hole detection and recovery algorithm
aries over the time at the encoder, then employing a hole detiexclude the effect of the human visual sensitivity.
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