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Abstract. In this paper, we propose a panorama-based object tracking
scheme for wide-view surveillance systems that can detect and track
moving objects with a pan-tilt camera. A dynamic mosaic of the back-
ground is progressively integrated in a single image using the camera
motion information. For the camera motion estimation, we calculate
affine motion parameters for each frame sequentially with respect to
its previous frame. The camera motion is robustly estimated on the
background by discriminating between background and foreground
regions. The modified block-based motion estimation is used to separate
the background region. Each moving object is segmented by image
subtraction from the mosaic background. The proposed tracking sys-
tem has demonstrated good performance for several test video sequences.
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1 Introduction

In recent years, there have been various research works on image segmenta-
tion for object-based coding using the MPEG-4 standard [1,2,3,4,5,6]. MPEG-4
supports a content-based representation of visual objects in the compressed bit-
stream domain. Extraction of moving objects plays a key role in such kind of
applications. For video conferencing and surveillance, we use a camera system
to watch moving objects in the restricted area. If objects move outside the field
of view, the camera should pan or tilt such that they always stay within its filed
of view. In those applications, motion detection and tracking of moving objects
play quite important roles.

However, it is difficult to extract video objects and to design general and ro-
bust solutions to problems involved. Conventional object extraction and tracking
schemes could not be applied to the video sequence taken from an active camera
because the moving camera creates image changes due to its own motion. Al-
though a few references [5,6] have addressed the problem of object segmentation
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and tracking using an active camera, they cannot segment the moving object in
an arbitrary pan and tilt angle.

In this paper, we attempt to resolve these problems. First, we trace a moving
object based on the image mosaic background with an active camera. Second,
we have focused on how to match images for the general transformations, i.e. for
the cases when the camera pans, rotates, and tilts in any directions. An affine
model is utilized to generate the image mosaic background. An image mosaic is a
panoramic image reconstructed from multiple frames in the video sequence [7,8].
Affine models provide greater flexibility in modelling a global motion, being able
to represent rotation, dilation, and shear, as well as translation. Third, the cam-
era motion is robustly estimated on the background by discriminating between
background and foreground regions. Therefore, the camera motion estimate is
not spoilt by the presence of outliers due to foreground objects whose motions
are not representatives of the camera motion.

2 Proposed Tracking Algorithm

As shown in Fig. 1, the proposed tracking system consists of five functional
parts: foreground and background region separation, camera motion estimation,
mosaic background, object detection and tracking, and control of the pan-tilt
camera. After background and foreground regions are identified based on domi-
nant motion estimates, camera motion is then estimated on the background by
applying parametric affine motion estimation. The image mosaic background is
integrated in a single image. Finally, after we detect and trace the moving object
using background, we command the pan-tilt controller to position the moving
object at the center of the camera.
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Fig. 1. Proposed Object Tracking Algorithm
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2.1 Background and Foreground Separation

The discrimination between background and foreground is based on block-based
motion estimation. After the dominant motion is extracted by clustering the
block vectors, regions of the dominant motion are identified as background, and
otherwise as foreground. This separation has the following two steps: block-based
motion estimation and background region extraction.

Block-based Motion Estimation. In this paper, the modified block-based
estimator is used to track changes of the individual block while the global motion
estimation step is introduced for deriving a single representative affine motion.
Each frame of the 320x240 pixel resolution is divided into non-overlapping of
32x24 pixels. For the block motion estimation, a 9x9 window region with the
maximum standard deviation is extracted within each block, as shown in Fig. 2.

Fig. 2. Block-based Motion Estimation (a) the selected 9x9 region for block motion
estimation (b) the extracted block vectors

However, in low contrast areas, resulting motion vectors are unreliable. In
order to overcome this problem, we apply the activity criterion to filter out
unreliable blocks with the lower standard deviation than a certain threshold
value. The extracted 9x9 template is correlated in the search region. After we
locate the correlation peak, a motion vector is associated with each block. The
block motion vector holds the displacement of the block between the current and
the previous frames.

Background Region Extraction. In order to extract the background motion,
we compute a dominant motion by the following procedure:

(1) For all block motion vectors, count the number of times that a motion vector
is used.
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(2) Obtain the most and second-most popularly used motion vectors.
(3) Average the two motion vector candidates.

If the motion of the block is similar to the dominant motion, we regard this
block as the background block. Finally, foreground or noise blocks are removed.

2.2 Camera Motion Estimation

After the background motion is discriminated from the other motions, the cam-
era motion is estimated from the background. In this way, the camera motion
estimate is not disturbed by the presence of foreground objects.

The camera motion is modelled by a parametric affine motion model of six
parameters. Once we estimate the six parameters using the least square method
from the background motion vectors, we compensate the camera motion through
the inverse affine motion transformation.

Let (x, y) be a block position in the previous frame and (x′, y′) be the position
in the current frame. Then, we can represent the motion vector (vX , vY ) by[

vX(x, y)
vY (x, y)

]
=

[
x′ − x
y′ − y

]
(1)

Since we use the affine motion model of six parameters, the motion vector
can be expressed as [

x′

y′

]
=

[
a1 a2
a4 a5

] [
x
y

]
+

[
a3
a6

]
(2)

In order to estimate six affine motion parameters, we define an error function
to be minimized:

E(a) =
N∑

i=1

{[vX(xi, yi) − vX(xi, yi)]2 + [vY (xi, yi) − vY (xi, yi)]2} (3)

where N is the number of motion vectors in the same frame.
By substituting Eq. 2 into Eq. 3, we have

E(a) =
N∑

i=1

{[vX(xi, yi) − (a1x + a2y + a3)]2 + [vY (xi, yi) − (a1x + a2y + a3)]2}

(4)

The optimal values of the six parameters are estimated by the least square
method. The resulting equation is

N∑
i=1




x2
i xiyi xi 0 0 0

xiyi y2
i yi 0 0 0

xi yi 1 0 0 0
0 0 0 x2

i xiyi xi

0 0 0 xiyi y2
i yi

0 0 0 xi yi 1







a1
a2
a3
a4
a5
a6




=
N∑

i=1




vX(xi, yi)x
vX(xi, yi)y
vX(xi, yi)
vY (xi, yi)x
vY (xi, yi)y
vY (xi, yi)




(5)
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2.3 Mosaic Background Generation

Once the affine parameters have been calculated, we can warp all the images with
respect to the common coordinate system. In order to create the final mosaic
image, we map the transformation parameters for each frame into the reference
coordinate system by concatenating the transformation matrices. In this paper,
we have arbitrarily chosen the first image as the reference, and warped all other
images into the first image’s coordinate system. Using the camera motion in-
formation, a dynamic mosaic of the background is progressively integrated and
stored in a single image.

2.4 Object Detection and Tracking

During the camera motion estimation process, the affine motion parameters
for each frame are estimated sequentially with respect to its previous frame.
From the camera motion information, we can extract the corresponding region of
the background mosaic. The moving objects are then segmented by subtracting
between the current frame and the corresponding background region.

Once the object region is detected, we can track the object efficiently by
predicting the next coordinate from the observed coordinate of the object cen-
troid. We design a 2D token-based tracking scheme using Kalman filtering [9].
The center position and the size of the object are used as the system states to
be estimated. After we define the system model and the measurement model,
we apply the recursive Kalman filtering algorithm to obtain linear minimum
variance (LMV) estimates of motion parameters.

Fig. 3. Initial Image Mosaic Background
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3 Experimental Results and Analysis

The proposed tracking system has been tested on several video sequences in
indoor environments. Fig. 3 shows the initial mosaic background from 16 images.
Four types of sequences are captured, as shown in Fig. 4; right-panning and left-
moving person, right-panning and right-moving, left-panning and right-moving
person, left-panning and left-moving person.

(a)

(b)

(c)

(d)

Fig. 4. Background Motion Separation: (a) right-panning and left-moving person, (b)
right-panning and right-moving, (c) left-panning and right-moving person, (d) left-
panning and left-moving person
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In Fig. 4(a), the right panning of camera causes one motion. A moving per-
son occurs the other motion. The background motion is separated by dominant
motion vector extraction. The center image of Fig. 4(a) displays the result of
block motion vector estimation. The result of background motion separation is
represented in the most right image of Fig. 4(a).

Fig. 5(a) shows the mosaic of a room from a sequence of 30 images. Fig.
5(b) shows a current image with one person and the corresponding background
from the mosaic. Fig. 5(b) also shows the subtraction image between the current
image and the corresponding background image. This subtraction result has
some noise blobs due to small errors of camera motion estimation. We utilize a
morphological opening operation to remove the noise blobs and the largest blob
is chosen to the moving person in Fig. 5(b). The moving person is traced and
marked with a white rectangle in Fig. 5(c).

(a)

(b)

(c)

Fig. 5. Tracking Results: (a) mosaic background from a room sequence, (b) extracted
object, (c) tracking object
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4 Conclusions

In this paper, we propose a new algorithm for moving object tracking using the
image mosaic background. We also propose an efficient camera motion estima-
tion algorithm based on background motion to obtain image mosaic integration.
In order to build the mosaic, the frames are aligned with respect to a coordinate
system and updated. By subtracting the current frame from the corresponding
background region, we segment the moving objects. Simulation results demon-
strate that the proposed algorithm successfully builds the background mosaic
and segments foreground objects.
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