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Abstract In this paper, we propose a 3D vision-based interaction method with a simplified hand model. The proposed method consists of three main techniques; 1) disparity estimation using segmented hand images from a background scene to get 3D information in real-time, 2) structural modeling of user's hand with the anatomical structure to guarantee various interaction modes, and 3) model-to-model collision detection between augmented virtual objects and user's fingertips to make collision detection better. The proposed method, which provides a solution for occlusion problems, can supply more realistic interactive AR environment to a user by exploiting 3D information of the user's hand. The simplified hand model, constructed only with the hand images, allows a user to freely interact with augmented virtual objects. Thus, various kinds of realistic/immersive interaction modes are available. The proposed method can be applied to design various applications, such as education, entertainment, etc., with natural and accurate interaction in AR environment.

1 Introduction

Augmented Reality (AR) is a technology which provides improved immersion and reality through seamless connection between real and virtual worlds to a user [1]. Especially, interaction techniques have played an important role in AR. Vision-based interaction using user's hands is essential in allowing natural interaction with augmented virtual objects for a user.

In the case of vision-based interface using user's bared hand, we should solve the occlusion problem, in which augmented virtual objects occlude user's hands. It allows a user to have more natural AR view. Additionally, we should consider collision detection based on user's hand model to allow users to interact with augmented virtual objects accurately.

Skeletal models are one class of the 3D hand models [2]. It constructs a hand model using the reduced set of equivalent joint angle parameter with segment length instead of using all parameters of a volumetric model. A user's hand with several bones is complex to be modeled. However, we can have an estimated hand model with the simplification of anatomical structure using serial links [3]. It can be considered as a proper method for modeling user's hand in real-time for an AR system. Geometric structure of user's fingers and palms can be represented with cylinders and rectangular parallelepipeds, respectively [4][5]. The geometric structures are described with small number of parameters of simple primitives. A number of simple models, however, constitute the hand model, total complexity is still too high. Additionally, it is hard to detect all finger joints and all joint angles with previous skeletal models. Thus, a novel way for a simplified user's hand model should be proposed for vision-based
interaction.

In this paper, we propose a 3D vision-based interaction method with a simplified hand model. First, we apply a background training method to image sequences obtained from a stereo camera [6]. Information only about markers and user’s hand can be extracted by applying background subtraction to sequences. By applying binary images of markers to the subtracted foreground, we can easily get the subtracted marker area. The remained foreground excluding markers is automatically considered as a user’s hand. The silhouette of user’s hand is extracted from the segmented image. The user’s hand model comes from the mapping between the obtained skeleton and known hand model. Model-model collision between the hand model and augmented virtual objects will be detected with more accurate interaction results.

This paper is organized as follows. Overall algorithm and each component are described in Chapter 2, and implementation and experimental results are shown in Chapter 3. Finally, conclusion and future work are described in Chapter 4.

2 Interaction with a Simplified Hand Model

As shown in Figure 2, the proposed algorithm consists of three modules 1) disparity estimation for images subtracted from background, 2) simplified structural modeling of user’s hand with the anatomical structure, and 3) model-model collision detection between augmented virtual objects and user’s hand model.

The first component of the proposed algorithm, disparity estimation module, is to provide natural and realistic AR-based interaction to a user. Overall procedure of disparity estimation is shown in Figure 2.

With a stereo camera at a fixed position, which obtains user’s environmental information, we can easily apply a background subtraction algorithm to the image. Thus, we obtain the extracted image which includes only markers and user’s hand. Such background subtraction algorithm helps to get faster and more accurate disparity map [6]. The background subtraction method included in the proposed algorithm is divided into two phases; background modeling and foreground subtraction from the modeled background image.

In the phase of background modeling, we train background and make a reference image in RGB and in normalized RGB space, respectively. Then, in the foreground subtraction phase, we subtract the current image from the reference image. Finally we can have more accurate and faster algorithm by applying SAD (Sum of Absolute Difference)-based disparity estimation to the subtracted image [7]. In the case of markers, 3D information of markers can be easily obtained by applying binary image of markers, which is provided by ARToolKit [8].

Figure 1. Procedure for simplified hand modeling

Figure 2. 3D information acquisition for a usage
In general, very high dimensional parameters are required to construct complex structures, such as user's hand, using simple geometrical structures. It is not so easy to measure all these high dimensional parameters only with computer vision techniques. We propose a simplified skeletal modeling method based on computer vision techniques to solve the disadvantages of previous structural modeling methods. The method is shown in Figure 3.

![Diagram](image)

**Figure 3.** Conceptual diagram for skeletal hand modeling

3D information of user's hand are easily obtained by using the silhouette of a subtracted hand image. Convexes and concaves are obtained from user's hand silhouette. Each finger length and finger direction are calculated by connecting the center point between two concaves and the fingertips, shown in Figure 4.

![Diagram](image)

**Figure 4.** Parameters from image analysis

We refer statistically calculated anatomical data to calculate relative link size between each joint to generate simple and general vision-based hand model. Anatomical data of each joint are given in a normalized form related to the user's hand length, as shown in Figure 5 [9]. With the data, we can estimate each joint from the user's hand silhouette.

<table>
<thead>
<tr>
<th>Link No.</th>
<th>L (cm)</th>
<th>Link No.</th>
<th>L (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.260</td>
<td>10</td>
<td>0.121</td>
</tr>
<tr>
<td>3</td>
<td>0.237</td>
<td>11</td>
<td>0.173</td>
</tr>
<tr>
<td>4</td>
<td>0.254</td>
<td>12</td>
<td>0.121</td>
</tr>
<tr>
<td>5</td>
<td>0.243</td>
<td>13</td>
<td>0.168</td>
</tr>
<tr>
<td>6</td>
<td>0.196</td>
<td>14</td>
<td>0.121</td>
</tr>
<tr>
<td>7</td>
<td>0.173</td>
<td>15</td>
<td>0.121</td>
</tr>
<tr>
<td>8</td>
<td>0.150</td>
<td>16</td>
<td>0.116</td>
</tr>
<tr>
<td>9</td>
<td>0.150</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**(a)**

![Diagram](image)

**(b)**

**Figure 5.** Parameters of the anatomical model (a) links of hand model (b) sizes of links in the model

The anatomical model calculates lengths of each joint by multiplying the ratio \( S \) related to \( L \), the length from the wrist to the tip of middle finger. However, in most case is not so easy to find out the writ. Thus, we propose a hand model using modified parameters of the anatomical model. At first, we assume that user's fingers are fully shown. The assumption is essential to find out the convexes and concaves of user's hand. We already have the length of each finger, shown in Figure 4. By multiplying modified ratio to the calculated length of each finger, we can easily get the length of each joint. Modified anatomical concept and parameters are shown in Figure 6.
3 Experimental Results

In this chapter, we show implementation of the proposed algorithm and applications. The proposed algorithm is implemented with OpenCV library version 3.0 [11]. Acquisition and tracking of binary image of markers is done with ARToolKit Directshow version 2.52 [12]. Collision detection between the finger model and augmented virtual objects is done by Solid Library version 3.5 [13]. Stereo camera, Bumblebee, of PointGrey Inc is adopted for stereo image acquisition [14].

Figure 7 shows the results of applying background subtraction.

![Figure 7](image)

**Figure 7.** Foreground segmentation (a) background training (b) background subtraction (c) foreground (d) segmented hand

The generated hand model gives an opportunity to have more accurate interaction with augmented virtual objects. Especially, we can apply model-to-model collision which provides highly accurate collision detection algorithm with the consideration of user’s hand with hand model [10].

![Figure 6](image)

**Figure 6.** Modified hand model (a) modified concept of anatomical structure (b) parameters of the modified anatomical hand model
original view (b) Detected convexes and concaves

With the segmented hand, we detected its convex points and concave points as well. Extracted points are shown in Figure 8. And, Figure 9 shows user's hand model using the subtracted hand image.

![Figure 9. Skeletal hand modeling (a) segmented hand image (b) constructed hand model.](image)

To show the efficiency and the accuracy of proposed algorithm, we implemented an AR system with a 3D display monitor. Figure 10 shows the constructed AR environment to apply user's hand model to vision-based interaction.

![Figure 10. Configuration for AR applications](image)

We adopted DTI's 015XLS which provides 3D display with 512 x 768 resolutions 0. A stereo camera is attached on the backside of the monitor. The hardware configuration of the system is shown in Figure 11.

![Figure 11. System hardware configuration (a) a stereo display monitor (b) a stereo camera on the backside of the monitor](image)

Figure 12 shows a visual feedback as a result of collision between user's hand model and augmented virtual objects in implemented AR environment.

![Figure 12. Visual feedback of AR environment](image)

4 Conclusions & Future Work

In this paper, we proposed a simplified hand model for AR environment. And we implemented an AR environment and experimented to show the usability of the proposed algorithm. We finally conclude the proposed algorithm provided user's hand model which can be fully applied to AR
environment. As a future work, we will work on user’s hand segmentation from a complex scene to be used for hand model-based interaction for wearable AR environments. Moreover, quantitative measurement of modeling accuracy will give a simple and more real-like hand model for more accurate interaction.
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