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Abstract - This paper proposes a new efficient entropy cod-
ing scheme, namely CBACBP (context-based binary arith-
metic coding for bit-plane coding), for the enhancement
layer of FGS (Fine Granular Scalable) video coding. The ba-
sic structure of proposed CBACBP is based on the tradi-
tional bit-plane coding in MPEG-4 FGS. However, in order
to enhance the coding efficiency of bit-plane coding, a newly
designed context-based binary arithmetic coding scheme is
used. In CBACBP, various context models are designed to
take advantage of the characteristics and correlations of
symbols in each bit-plane and different bit-planes. Experi-
mental results show that the proposed CBACBP provides
better bit-saving results than the FGS coding schemes in
MPEG-4 FGS and JSVM, respectively.

1. INTRODUCTION

Fine Granularity Scalability (FGS) video coding tech-
nique defined in the Amendment of MPEG-4 [1] has be-
come an attractive topic because it can provide scalable
bit stream to different bandwidth channels. In MPEG-4
FGS, in order to prevent the drift problem, temporal pre-
diction is limited to the base layer. It causes severely re-
duced coding performance in contrast to non-scalable sin-
gle layer encoding.

With the introduction of H.264/AVC the most power-
ful and state-of-the-art standard, the scalable extension of
H.264/AVC was selected as the first Working Draft [2].
A reference encoder is described in the Joint Scalable
Video Model (JSVM). In order to support fine granular
SNR scalability, progressive refinement (PR) slice is im-
plemented in JSVM. A refinement signal that corresponds
to a bisection of the quantization step size is represented
in PR slice. In addition, with the exception of the modi-
fied coding order, the CABAC entropy coding as speci-
fied in H.264/AVC is re-used in PR slice [3].

In our study, we focus on the design an efficient FGS
coding scheme and propose a new efficient FGS coding
method, namely CBACBP (context-based binary arithme-
tic coding for bit-plane coding). CBACBP is quite a dif-
ferent scheme from the CABAC as specified in
H.264/AVC. The basic structure of the proposed

CBACBP is based on the traditional bit-plane coding in
MPEG-4 FGS. However, in order to enhance the coding
efficiency, a specially designed context-based binary
arithmetic coding scheme is used for the enhancement
layer coding. Experimental results show that the proposed
CBACRBP provides better bit-saving results than the FGS

coding schemes in MPEG-4 FGS and JSVM, respectively.

2. PREVIOUS FGS CODING SCHEMES
2.1 MPEG-4 FGS

Fig. 1 shows the encoder structure of the MPEG-4 FGS
system. As shown in Fig. 1, the FGS encoder consists of
two parts: base layer and enhancement layer. In the base
layer, the basic information of the input signal is coded in
the same way as the traditional block-based coding
method. In the enhancement layer, the residual signal that
is not coded in the base layer is divided into 8x8 blocks
and each block is DCT transformed. All the 64 DCT coef-
ficients in each block are bitplane coded using four VLC
tables [1].
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Fig. 1. MPEG-4 FGS Encoder

In MPEG-4 FGS, MPEG-4 advanced simple profile
(ASP) is used for the base-layer coding. So, we design a
new FGS codec, namely H.264-FGS-VLC by replacing
MPEG-4 ASP with H.264/AVC (JM9.5) [4]. In the en-
hancement layer, the bit-plane coding method in MPEG-4
FGS is directly implemented. Hence, using H.264-FGS-
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VLC, we can objectively compare the efficiency of the
FGS coding scheme in MPEG-4 FGS with a different
FGS coding scheme, such as JISVM.

2.2JS5VM

In order to support fine granular SNR scalability,
JSVM adopted progressive refinement (PR) slices [3].
Each PR slice is regarded as a FGS layer which repre-
sents a refinement signal that corresponds to a bisection
of the quantization step size (QP increase of 6). Each FGS
layer is represented as a group of multiple bit-planes.
However, these bit-planes are coded by a cyclical block
coding [3] instead of traditional bit-plane coding used in
MPEG-4 FGS. The coding order of transform coefficient
levels has been modified. Instead of scanning the trans-
form coefficients macroblock by macroblock as it is done
in “normal” slices, the transform coefficient blocks are
scanned in several paths, and in each path only a few cod-
ing symbols for a transform coefficient block are coded.
So, the quality of the SNR base layer can be improved in
a fine granular way. Therefore, with the exception of the
modified coding order, the CABAC entropy coding as
specified in H.264/MPEG4-AVC is re-used.

3. PROPOSED CBACBP

In order to verify the coding efficiency of the proposed
method, we have implemented a new FGS codecs: H.264-
FGS-CBACBP. In H.264-FGS-CBACBP, we use H.264
(JM9.5) for the base-layer coding and the proposed
CBACBP scheme is used for the enhancement layer cod-
ing. Fig. 2 shows the basic coding structure of CBACBP.
The encoding process of CBACBP consists of following
three elementary steps.
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Fig. 2. Basic coding structure of CBACBP

In the first step, residual image obtained from subtract-
ing reconstructed base image from original image is rep-
resented by several bit-planes according to binarization
process in Fig. 2. In the second step, we estimate the
probability distribution of a given symbol from several
context models, In the final step, binary arithmetic coding
engine makes a bitstream from the probability estimation.
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In binary arithmetic coding, if we know the probability
of a given symbol to be zero, P(0), the probability of the
symbol to be one is automatically determined by 1-P(0).
Therefore, in the probability estimation step, only the es-
timation of P(0) is necessary. In order to efficiently esti-
mate the probability of a given symbol to code, we apply
three types of probability estimation techniques. The first
type relies on local information, such as bit-plane level
and frequency component, of a given symbol to code. The
second type mainly depends on the complexity of a block
where a current symbol is included. In the third type, we
use previously encoded symbols in the same bit-plane
layer and in the higher bit-plane layer. In the following
paragraphs, we are going to discuss in detail these three
types of probability estimation techniques.

In bit-plane coding, we generally have different statis-
tical distribution of binary symbols for each bit-plane
level. In order to more accurately estimate P(0) for a
symbol, we basically use the local information. Local
information includes bit-plane level, data level and
scanning position. Each of those terminologies is defined
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%&’? {%ﬁ-splanc level): the index of bit-plane layer of a
given symbol in terms of most significant bit-plane level
in each frame

DL (data level): the index of bit-plane layer of a given
symbol in terms of most significant bit-plane level in each
8x 8 block

SP (scanning position): the order of zigzag scanning of a
given symbol in each 8 x 8 block (0~63)
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Fig. 3. Local information of a given symbol in a block

Fig. 3 graphically explains what the local information
is. In Fig. 3, the binary symbol “A” has local information
of BPL=3, DL=2 and SP=3. In Table 1, the probability
distribution of zeros is represented. We can see that the
probability of zero is changing according to not only DL
but also BPL. Hence, if we use DL and BPL together, we
can get more skewed probability distribution than the case
of using only DL. Using local information, we determine
the initial probability and update the initial probability
from local information during encoding process.







