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Abstract. Recently, various AR-based product design methodologies have been 
introduced. In this paper, we propose technologies for enhancing the immersive 
realization of virtual objects, where, by adapting tangible objects we can 
provide touch sensation to users. A 3D model of the same scale overlays the 
whole area of the tangible object so the marker area is invisible. This 
contributes to enhancing immersion. Also, the hand occlusion problem when 
the virtual objects overlay the user’s hands is partially solved, providing more 
immersive and natural images to users. Finally, multimodal feedback also 
creates better immersion. In our work, both vibrotactile feedback through page 
motors and sound feedback are considered. In our scenario, a game-phone 
model is selected, by way of proposed augmented vibrotactile feedback, hands 
occlusion-reduced visual effects and sound feedback are provided to users. 
These proposed methodologies will contribute to a better immersive realization 
of the conventional AR system. 

Keywords: AR-based Product Design, Hands Occlusion, Tangible Object, 
Interaction using Hands, Vibrotactile. 

1   Introduction 

In general, when customers buy an electronic product, they consider several criteria, 
such as price, maker, durability, operating time, design etc. Among these, 
contemporary product design has become an increasingly important consideration for 
prospective customers. As a response to these consumer demands, product design 
cycles are getting shorter. Therefore rapid product design methodologies are 
necessary to keep up with these trends. Generally mock-up models in product design 
are based on 3D models in CAD. This enables customers to experience the product 
before production, and designers can obtain direct feedback on colours or position of 
buttons from customers. However, as the product design cycle becomes shorter, the 
process related to the mock-up model design and its reproduction should also be 
significantly reduced. 

In the conventional desktop-based product design environment, users inspect 
virtual objects through a monitor in a fixed position, using a mouse or a keyboard to 
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model virtual objects. In that situation, view space is in a monitor and interaction 
space is constructed through a mouse or a keyboard on the table. This can cause 
unnatural interaction because each space is not collocated. To compensate for the 
above problem, AR-based design methodologies have been introduced [1-3]. In this 
case, the user is usually wearing an HMD and can interact with virtual objects in a 
real environment. This enables collocation between view space and interaction space, 
and therefore a more intuitive interaction is possible.  

However, several problems exist in applying AR technology to product design. 
First of all, usually an augmented virtual object has no physical entity so we can not 
touch the virtual object, and this reduces immersion. Phantom devices [4] can be one 
method for touching virtual objects but this requires fixed positions and users can 
only touch objects through the end effecter of a pen. Second, an augmented virtual 
object can occlude users’ hands because virtual objects just overlay the whole marker 
area (e.g. the tangible object). This may cause visually awkward images and it also 
can reduce immersion or naturalness. Also hand segmentation is difficult under 
changing lighting conditions. Lastly, in terms of interaction, conventional AR 
applications mainly focus on visual feedback. The most augmented objects do not 
provide any tactile feedback even though providing tactile cues is helpful for 
generating their presence. Touch sensations and auditory sensations are also necessary 
for better immersion. 

In our proposed AR-based product design, users can interact with virtual objects 
which are overlaid on tangible objects. By registering the nonphysical virtual object to 
the physical tangible object on a corresponding scale, better immersion can be 
achieved. The virtual object can have a physical entity, thus reducing the gap between 
virtual environments and real environments. Second, in order to reduce the hand 
occlusion phenomenon under changing lighting conditions, our method extracts 
convexes of tangible objects, and then estimate an unobservable underlying 
probability density function only in that convex area through the “Kernel Density 
Estimation” [5]. The peaks and valley of the histogram are then calculated to establish 
the thresholds for segmenting the hand object. Lastly, to provide multimodal feedback 
to users, visual, sound and vibration feedback is provided through a vibration module 
embedded in the tangible object which reacts when events occur. 

In application, we implemented the immersive modeling test bed for the 
functionality test of a game-phone. Users are able to control cars in racing game by 
grasping and tilting a tangible object If the car collides with a wall then vibration and 
sound feedback are provided for better immersion, enabling multimodal feedback. 
The proposed methodologies in this paper will contribute to improvements in 
conventional AR-based product design. 

Section 2 provides the detailed algorithm, and section 3 addresses implementation 
and shows the experiment results of our proposed method. Finally we present 
conclusions and future work in section 4. 

2   Enhancing Immersiveness in AR-Based Product Design 

Users wearing a 3D HMD on their head interact with virtual objects by grasping a 
tangible object. This tangible object is a mock-up model of a game-phone. Multiple 
fiducial markers are attached to provide 3D information. A 3D model is overlaid on 
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the whole area of the tangible object excluding the hands area. Also vibrotactile 
feedback and sound feedbacks are provided to the users according to the event. 

 

 

Fig. 1. Overall system 

2.1   Tangible Object Design 

Conventionally, users can not touch a virtual object because it has no physical 
presence or entity. However, by using tangible objects, users experience a touch 
sensation. In our work, diverse tangible objects and interaction methodologies are 
designed. Basically, multiple markers are attached to a tangible object so that the 
virtual object can be augmented when at least one marker is detected. It is necessary 
that several markers are hidden by hands when the user grasps the tangible object. 
The designed tangible object is a game-phone [6] which has a folder-type structure, as 
shown in Figure 2 (b) which is based on the CAD model in Figure 2 (a).  

 

  
(a) (b) 

Fig. 2. (a) A CAD model (b) A folder-type Mock-up model 
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2.2   Reduction of the Hand Occlusion Problem 

In existing AR applications using the ARToolKit, augmented virtual objects can 
occlude with the user’s hands because virtual objects just overlay the marker area as 
shown in Figure 6. This can cause visually awkward augmented images and also 
reduce immersion or naturalness [7]. Especially, the hands occlusion problem is 
critical when users interact with the augmented virtual objects by using their hands. 

To reduce the hand occlusion problem [3], skin pixels are extracted through the 
adaptive threshold, but some of the parameters need to be manually set. Also, if the 
color balance is not correct, skin pixels can not be extracted properly. In [8], the 
authors assume that the marker’s pattern information is already known and the size of 
the marker is greater than that of their hands. If the marker is small, the marker’s 
pattern is complex, or the rotation angle is increased, then noise will also increase.  

In order to compensate for the above problems, we propose the following method 
which enables hands segmentation under changing lighting conditions, with a 
relatively small marker area and in real-time. 

 

 

Fig. 3. Three steps for reducing the hands occlusion phenomenon 

 
In the first step, by processing only the hands area on the tangible object, we can 

reduce the redundant time needed to process an entire image and thus improve 
processing speed. To do this, the 3D outer points of the tangible object are projected 
to a 2D image as shown in the upper part of Figure 3, and then the convex hull points 
are extracted by using the 3 coins algorithm [9]. From these points, contours (upper 
surface, bottom surface) are extracted and segment skin-regions only on this area. 

In the second step, we apply the statistical approach to segment hand objects from 
the area of the tangible object. The hue and saturation components of the HSV color 
space are used to minimize the sensitivity of lighting. Through “Kernel Density 
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Estimation” using “Parzen Windows”[10], we can estimate an unobservable 
underlying probability density function, based on observed data. In the histogram, the 
x-axis is divided into bins of length h. The probability of a sample x in a bin is 
estimated as follows.  

 

Nkp N /≈  (1) 
 

Where N is the total number of samples, and kN is the number of samples in a bin. 
The corresponding probability is approximated by the frequency ratio. This 
approximation converges to the true P as N -> ∞. The corresponding pdf value is 
assumed constant throughout the bin and is approximated by 
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Where    is the midpoint of the bin and        is the amplitude of the histogram curve. 
The x-axis is divided into bins of length h. Let xi, i = 1, 2, …, N, be the available 
feature vectors and define the function φ(x) (4). The function is equal to 1 for all 
points inside the unit centered at the origin and 0 outside it. Then equation (2) can be 
rephrased as (3). We consider a window with the length of h centered at x, the point 
where the pdf is to be estimated. The summation equals kN. That is, the number of 
points falling inside this window. Then the pdf estimates results from dividing kN by 
N and the respective length h.  
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The peaks of distributions should be detected. The first peak can be easily found in 
the histogram, being the bin with the largest value. The second peak is then detected 
by multiplying the histogram values by the square of the distance from the first peak 
[11]. This is the peak that is not close to the maximum. So, if the largest peak is at 
level j in the histogram, select the second peak as (6). The maximum value of the 
peaks is 256. The valley between the distributions is calculated by equation 6. From 
this data, threshold values are decided and segmentation is executed. 
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In the last step, the extracted hand objects are overlaid again on the augmented 
virtual objects. In order to achieve this, a processor is added to the pipeline of existing 
ARToolKik. If pixels in the silhouette image exist, corresponding input pixels are 
overlaid on the augmented virtual object again. As a result, users interacting with 
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augmented virtual objects by hand will experience better immersion and more natural 
images. 

xyxy

xy

RAthen

existsSIf

=
 (7) 

Where Sxy is the silhouette image coordinates, Axy is the augmented image 
coordinates and Rxy is the input image coordinates respectively. 

2.3   Multimodal Feedback Focused on the Vibrotactile Feedback 

In order to provide immersive interaction, multisensory feedback combining visual 
and auditory effects is used. However, the importance of haptic feedback is increased 
in manipulation and exploration tasks. David Feygin, et al. explained the role of 
haptics in training [12] and Miriam Reiner emphasised the need of haptic feedback to 
provide better realism [13].  

There have been some attempts to combine tactile feedback into augmented reality. 
Working with urban planning workspaces, V. Buchmann, et al. used buzzers mounted on 
gloves so that users were able to feel the vibration when their hand was in contact with 
AR models of city blocks [14]. Thus they could provide immersive interactions to users.  

In our game application scenario (e.g. the racing game), if a player collides with a 
wall, a vibration is generated and  an explosive sound is played. A vibrotactile module is 
inserted into the tangible object as shown in Figure 4. A wireless communication 
module (Bluetooth:ADCODE-300) for a vibrotactile module was used. Pancake style 
vibrators were selected due to their similarity to real vibrating motors in real cellular 
phones. The vibration module can be controlled at seven levels. 0 is the lowest level and 
6 is the highest level of intensity. If the car is on the road, then the 2~3 levles is applied, 
but if the car collides with a wall or other cars, the 6 step of intensity is applied. 

Therefore sight, touch and auditory senses are provided to the users 
simultaneously, resulting in better immersion as the users interact with virtual objects 
in the augmented reality.  
 

  
(a) (b) 

Fig. 4. (a) A tangible object (b) Inner part of tangible object 

3   Implementation and Experiment Result 

3.1   Experiment Environment 

In our system, we used a 3D video see-through HMD of VRmagic corporation [15]. 
Cameras were attached on the positions of each eye. The frame rate was 30 (f/s) and 
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resolution was 640*480 pixels. The two input images from cameras were processed in 
Dell Corp.’s workstation (e.g. 650MT). An output image was resized to 800*600 to 
display on LCD in HMD. We referenced the OpenCV version 5.0 beta [16] and 
ARToolKit version 2.70 beta [17] libraries. The experiment environment was an 
indoor complex background. As shown in Figure 5, the user wearing the HMD 
interacts with the virtual object by grasping a tangible object. This tangible object is a 
mock-up model of a game-phone to which fiducial markers are attached . The user 
sees a virtual game-phone through the HMD. 

 

  
(a) (b) 

Fig. 5. (a) the user wearing the HMD (b) the user can interact with a tangible object 

3.2   Hands Object Segmentation 

Figure 6 (a-c) represent input images and Figure 6 (a’-c’) show contours (upper 
surface, bottom surface). Processing only the hands area on this area, reduces the 
redundant time needed to process an entire image.  

 

   
(a) (b) (c) 

   
(a’) (b’) (c’) 

Fig. 6. (a-c) Hand occluded images (a’-b’) Extract convexes  (the upper side and bottom side of 
a convex) 

 
Through “Kernel Density Estimation” using “Parzen Windows”, we can estimate 

unobservable underlying probability density function, based on observed data. Figure 
7 (a-c) shows the histograms of the pixels in hands objects corresponding with the 
images of Figure 6 (a’-c’). We can see the variances of distributions according to the 
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area of hands objects. Figure 7 (a’-c’) shows the results of “Kernel Density 
Estimation”.  

 

   
(a) (b) (c) 

   
(a’) (b’) (c’) 

Fig. 7. (a-c) Histograms corresponding the Figure 6. (a’-c’) Results of “Kernel Density 
Estimation”. 

 
Our method partially solves the hand occlusion problem, providing better 

immersive and more natural images to the users when they interact with virtual 
objects by hands. Also hands object segmentation under various lighting condition is 
possible, as shown in Figure 8 (a’-c’). 

 

   
(a) (b) (c) 

   
(a’) (b’) (c’) 

Fig. 8. Hands object segmentation under various lighting conditions 

3.3   Game Scenario  

Figure 9 shows the racing game in action. The users can obtain multimodal feedback 
with a virtual game-phone using the tangible object. The users can control the car by 
tilting the tangible object in the direction of x, z axis. If a player collides with a wall, 
vibration feedback is generated and an explosive sound is played. 
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(a) (b) 

Fig. 9. Game control by tilting the tangible object 

4   Conclusion and Future Work 

In this paper, we proposed methodologies for better immersion and interaction in AR-
based product design. By adapting the tangible object touch sensations can provide to 
the users. Also we have partial solved the hand occlusion problem, providing more 
immersive or natural images to the users. We improve user interaction with tangible 
objects by multimodal feedback, focusing on vibrotactile feedback.  

Using the proposed methodologies, we realized our immersive model in a game-
phone, where users control cars in a racing game by tilting a tangible object. The 
proposed methodologies contribute to the immersive realization of the conventional 
AR system. 

In future work, we will add other cues for more robust hands segmentation such as 
edge and geometry relations of hands models. Also we are considering interaction 
with virtual objects using fingertips by exploiting 3D depth information and the 
augmentation by exploiting points tracking of a tangible object, even though all of 
markers are not detected. 
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