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Robust and Accurate Segmentation of Moving
Objects in Real-time Video

C. Rambabu and Woontack Woo

Abstract—Robust and accurate segmentation of moving ob- of object motion, so the quality of segmentation can not be
ject in real-time video is very important for object silhouette maintained, if the speed of the object changes significantly in
extraction in vision-based human computer interaction and he sequence. Moreover, various change detection techniques

video surveillance systems. However, the inherent problem of .
moving object segmentation based on background subtraction is have been developed based on the background subtraction

to distinguish the changes from background disturbing effects [4]-[7]. Several algorithms have been proposed based on the
such as noise and illumination changes. Therefore, the paper environment conditions and application.

proposes an improved background subtraction scheme which is  However, most of the techniques have been proposed under
robust and accurate against noisy and changing illumination. he restricted conditions (are motivated by specific applica-

The occlusion regions are detected based on the frame differencet. M th lack robust in th f
and background difference images. The moving shadows are 1ONS)- Moreover, they lack robustness in the presence o

eliminated very effectively by using the background statistical pa- Shadows, ghost effects, highlights, reflections, illumination
rameters. A queue-based connected component analysis methodchanges, dark environment and if the foreground objects are
is introduced to isolate the moving object from background similar to the background, and are not suitable for real-time
noise. Moreover, a pixel based background update is used t0 o yjications. Hence, a robust and accurate algorithms can be
update the illumination changes. The proposed scheme has been o .

implemented and evaluated regarding the segmentation quality developed based on the_ combination of multiple C_omplemen-
and frame rate. From the experimental results it is known tary features and selective update schemes. In this paper, we

that the proposed method successfully extract object contours aim at formulating background subtraction method to segment

accurately against the illumination and noise changes. the moving object in real-time video, robust against noisy data
Index Terms— Moving Object, lllumination, Silhouette extrac- ~and varying illumination.
tion, Moving Shadows. The paper is organized as follows. In the secilénthe

proposed background subtraction method is depicted. Section
[lIl presents the experimental results and discussion. Finally,
SectionllV! outlines the conclusions and the possible future
AST and accurate segmentation of moving objects wlirections of this work.
a video sequence is a basic step in most computer
vision and video analysis applications, like perceptual human Il. MOVING OBJECT SEGMENTATION
computer interfaces, virtual reality, video surveillance systems,.l.he section presents an improved version of background

etc. Accurate moving O.bJeCt segmentatlon V\."!I greatly IMPTOVE htraction algorithm that preserves the accurate boundary of
the perfprmance Of. object tracking, recognition, Class'f'cat'%oving object in consideration of HSV color space. In general
and activity analysis. Over the last decade, the segmentang RGB color space is not well behaved with respect to color

of mowr:wg ngeCt flrtoLn ret;a I-time (\j/_lg_eoltrem?)llns atn gpte erception, as a distance computed between two colors in
research problem. It has been a diilicult problem fo de B space does not reflect their perceptional similarity. In the
moving objects precisely, because of the illumination chang

Il moti f back d . had d | ,;ﬁt&sent work, processing each color dimension independently
small motions of background, moving shadows and occlus |H1prove the accuracy of the segmentation results. The HSV
Several algorithms have been proposed for its solution.

. . . . ._model, however, separates the intensity (V) from the chromatic
The conventional moving object segmentation algor'thn?:%mponents (H,S). The geometry of the HSV space makes

can be r oughly classified |nto_ two categ(_)rles as s_patlgl hr‘?l'ore suitable for developing algorithms that rely on intensity
mogene|ty_and _cha_mge detectlpn, according to their primafye 5o, rements and on color information. Hence, the proposed
segmentation cr_lterlon. The reglon-based.approaches [1] teﬂ?@thod exploits the well-known HSV color space. Figilre

to track the object boundary more premsely th_an the O.th ows the overall structure of the proposed algorithm composi-
group. However, the cpmputaﬂonal .complexny IS very highon, The proposed background subtraction scheme consists of
because both the spatial segmentation and motion estlmatﬂ:gg major functional components, namely, background model-

are computational_ly intensive operations. On the other har? , occlusion detection, shadow elimination, post-processing,
the change detection-based approaches [2], [3] usually do g background update

use of the spatial features and rely on the frame difference.
However, the value of frame difference depends on the speed )
A. Background Modeling

This work was supported by th@rain Korea 21 Project in 2006,ETRI The goa| of the background modeling is to train the
OCR andFrontier project back d f . b f ic back d
The authors are with the GIST U-VR Lab, South Korea. ( efiaiambabu, 0acKkground irom a certain number of static backgroun

wwoo} @gist.ac.kr) frames(with no video objects), witch has less noise and

I. INTRODUCTION



The 4" international symposium on ubiquitows

76
I
Change
Detection .
i
I > Noise-
' vDi 03B Moving Blobs
Background | B; Occlusion 5| Shadows [™>| Detection
Model |  Detection Elimination &
> Elimination
I r B,
'V 0;
B.+ Background
! MO;
: Model € i
Update
Moving Object

Fig. 1. Proposed Background Subtraction Approach

random illumination change, and will be used in backgrourmh confidence map. The higher the maximum at a pixel, the

subtraction step. A background pixel is modeled by Gaussiarore confidence, So, that the pixel belongs to the foreground.
distribution, characterized by its mean and its standard Finally, a binary mask can be obtained by using the logical

deviationo. During the training the statistical parameters ar®@R operation between the background subtracted mask and
updated by using recursive linear update technique. the change detection mask.

Let I; denote the input background frame at tinie The It is intuitive that the change caused by a moving object
pixel distributions in the first frame is unknown. So, initializecan be large while the change caused by noise and varies
the meany, with the values of the first frame and set thenly around the mean value of the corresponding pixel in the
variances to zero. Then, the distributions are updated frdrmackground frames. However, a generic background point will
the next consecutive background frames. The mgarior have a small variance, while a point in an moving object will
background frame at time’‘can be defined as have a higher variance value. Hence, the background variance
can be used as a threshold to decide whether the pixel belongs
to the background or occluding region. The moving object
i = (1—opi+al; i>1 (1) segregation is performed for every pixelz,y), as follows:
at each pixel of a given current frame, the pixel level change
detection is performed by computing the Mahalanobis distance
0 from the gaussian background model (vide ).

o = I - 2§ =1
i (Iy — po) [ ) di(z,y) = |Li(z,y) — B(z,y)| (4)

of = (1-—a)oi,+a(l; —p)?* i>2
. . . Wheres = < §7,6%,6V > andl = < 17,19 1V >.
Wherea.|s the Iearnlng rate of the _Ilnear model. The mean The above operation is applied for each HSV color channel,
of the pixels at (xy) in theNV continuous frames can beresulting in three difference images. Next, perform a confident
formulated as thresholding step for every channel using a threshgid,,
B(z,y) = [pi(z,y) |i = N] 2) derived from the background model (vide @&j.

o o . A pixel considered as a foreground if the following condi-
Similarly, the N frame standard deviation can be obtained bygp, is met:

o = o3 =0

Similarly, the variances? for background frame at timei’"
can be defined as

on(z,y) = \/fjf(m) i=N ®3) 1 If (67 (2,y) > Botl(z,y)V
| | ofwu =1 (e ®

Where B = < B¥ B% BY > andoyx = < ok, 0%, 0% >.

The recursive linear update method utilize fewer number of

frames and less memory space to train the background whilere 3 is the confident level, witch controls the number

compared to the conventionadl frame averaging method. of segmented regions. Thé selection is purely based on

the environmental condition, like outdoor or indoor. If the

B. Occlusion Detection value is less than one, then more the false foreground regions
K d subtraction i ficient to discriminat et generated, on contrary, more thevalue leads to under

mcli/?r? gczg'ljer(]:tsi‘lrjorrrlatﬁéogti;lsbaarc];lf rlciljiré V_I‘f‘::}é l:?asils(i:(;lgri]: egmentation. In the pre;ent work, the'choice of confident level
g obj 9 ) }8 done based on experimental experience.

subtract the current frame from the background model witch ISThe change detection mask can be obtained by thresholding

acquired before the objects move in. In this step, first, curre the normalized statics of the difference betwderand
video frame is compared with the reference background modlel. that i 4
"k, thatis,D;(z,y) = 1 if

Then, generate a confidence normalization map for each chah-
nel using thresholds and decide the pixel characteristic based | (z,y) — Li—k(x,y) — pal > caTy,

0 Otherwise.
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and zero otherwise. Whene; and o, are the mean and the front
standard deviation of; — I,_,. The resultant binary mask O
witch representing occlusion regions can be generatéd as 1 Plateau
oo o| ooo
Lo o

C. S.hadOW-EllmlnatIO.n - o - O O . O

This section describes an improved shadow elimination 3
method based on the conventional HSV-based shadow de- = O O O O
tection algorithm [8]. The shadows can easily detected as O" rear

video objects by background subtraction (vide equedipBy
analyzing the color properties of the shadows, have similgif.. 2. Queue-based plateau detection
chromaticity with the background but lower brightness than
those of the same pixels in the background model. Therefore,
HSV color space is very suitable for shadow separation. Basegighborhood e N (p)), where Ng(p) is 8 or 4-connected
on the HSV color space, a foreground pixet,y) ¢ O, neighbors ofp) is inspected. Initialize the queu® with
is considered as shaded background if the following thr@ewhich has the gray value 0 or 255 and not yet visited.
conditions hold: Pixel p is dequeued from the queug one at a time and
1 iy < 1Y () <o) its label is assigned to the non-labeled neighboring pixel
S ) g s q (geNg(p)) with same gray value. Then, labeled pixel
O3 (z,y) = A((%(w) - BH(x’iU)) < 7011\9(3379)) becomes a candidate, and it is inserted in B0 queue.
A (2, y) = B (2,y)l < 70N (2,9))  when the queue of candidates is emptied, each pixel in the
0 Otherwise. ©) same plateau get current label. Thus, each plateau is scanned
Where~ and ¢ are the thresholds for limiting the shadow%ﬂsgre;?;hlggztl order, and the visited pixels are labelled with
and 7 be the confident threshold level witch is used to avoid ) Noise-blob .Elimination'After the connected component
for_e-ground po'ﬁts aSAShngW points. The resultant foregroug alysis step, the area of each connected component regions is
object mask©; = 0707 calculated by using histogram technique. Then, a simple area-
based thresholding method is used to limit the noise regions.

D. Post-Processing The final moving object can be determined by,
The confident thresholding and consecutive shadow detec- o
{ 1 if Histogram(Label(OF)) > Tc

tion elimination step usually produces noise holes on the obje(MOi(m’ y) = X )
as well as over-segmentation in the background. So, a series 0 Otherwise.
of simple median filters can be used to elevate the salt and
pepper noise, and fills the holes in regions of high confidelt Background Update

regions (desired object) and remove isolated regions of lowThe background subtraction approaches are usually very
confident regions. However, the size of the filter that selectgdnsitive to variations of the illumination; to elevate this prob-
is proportional to the size of the noise exits in an imaggm the background model must be updated. In the proposed
The large sized noise regions can be eliminated by sequengigdust update, the background model is dynamically updated
median filtering with variable size. On contrary, we proposegith incoming images. The update scheme is different for

a hybrid procedure for elimination of small noise blobs. Igixe| positions witch are detected as belongs to foreground,
requires only three raster scans for entire computation. a5 ghosts and part of the background:

The proposed post-processing step use a 3X3 median fil-
ter and ordered queue -based connected component labeling . .
analysis for detecting the noise regions. It consists of thre Bi(z,y) i (x,y)e(Objectv Shadoy
sequential processing steps. For each binary object imag%}'“(x’y) =4 li(z,y) else if(z,y) e Ghost .
Fist, median filter has been applied for smoothen the salt aBi(w,y) + (1 - a)Li(z,y) OtherW|se.(8)
and pepper noise, and then, the connected component analWli%reB
step is performed for detecting the location and area of t %
regions. Finally, limit the regions by using a simple area-base
thresholding method. The detailed description of the queue-
based connected-component analysis procedure is given next.

1) Queue-based Connected-Component Analybisthis The proposed background segmentation technique has been
procedure, a single scan has been employed, and a FIFO qusmdged with OpenCV Library and implemented in Mobile
Q has been utilized as shown in figu@e At this stage, the Pentium 1.7GHz. Figurd illustrates the simulation results
plateaus of pixels with the gray value 0 or 255 are detectédm the proposed background subtraction scheme. The sim-
and labeled by a raster scan of the input binary image.  ulation results show that the proposed technique is more

The label image is initialized with INIT value. For eachrobust and accurate than the conventional methods. We set
pixel p which is not yet visited, its 4-connected or 8-connecteithe confident thresholds based on the experimental experience

;11 IS the updated background andbe the learning

IIl. EXPERIMENTAL RESULTS
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Fig. 3. (a) The current frame; (b) Background model; (c) Segmented obje@ts and3=3.5); (d). Shadow elimination; (e). Noise Blob elimination; (f).
Object Silhouette

and environment conditions. The segmented moving object3$ S. M. L. Di Stefano and M. Mola, “A change-detection algorithm based
evaluated with the ground truth based on the pier based mea-0n structure and colour,” ifEEE Conference on Advanced Video and

. [ g . Signal Based Surveillancduly 2003, pp. 252 — 259.
suring scheme [9]. It is identified that the proposed algorithpy ;g Ming Zhao and C. Chen, “Robust background subtraction in

outperformed with the segmentation quality is around 91.8% HSV color space,” inProceedings of SPIE: Multimedia Systems and

with the ground truth, while compared to the conventional Applications vol. 4861, December 2002, pp. 325-332.
D. Hong and W. Woo, “A background subtraction for a vision-based user

schemes [4]-[6]. Moreover, th(f:'. proposed scheme consu ~“interface,” inProceedings of ICICS-PCMsingapore, January 2003, pp.
0.05 seconds per frame and utilized less memory space while1B3.3.1-5.

compared to the conventional techniques. [6] G. A. P. Spagnolo, M. Leo and A. Distante, “A supervised approach in
background modelling for visual surveillance, Time fourth International

conference on Audio- and Video-Based Biometric Person Authenticati
IV. CONCLUSION ser. Lecture Notes in Computer Science, vol. LNCS 2688, AVBPA 2003
; inq Guildford, UK, June 2003, pp. 592-599.

A robust and accyrate background SUbtraCtl.on method l:IS fJ. M. S. Hu and B. F. Buxton. (2005) A real-time tracking system
HSV color model is presented to adapt noisy and various geveloped for an interactive stage performance. v5-25.pdf. [Online].
illumination conditions. A statistical background model is Available:|htip://www.enformatika.org/data/v5/

: ii ; M. T. A.Prati, I. Mikic and R. Cucchiara, “Detecting moving shadows:
ﬂrSﬂ},’ setup by obtaining the means and Va”ances Of.ea@h algorithms and evaluationJEEE Trans. Pattern Anal. Machine Intell.
pixel's color components from the first N frames without video  vo. 25, no. 7, pp. 918 — 923, July 2003. _ _
objects. Then, the confident level thresholding is used to detéjtD. H. T. H. Chalidabhongse, K. Kim and L. Davis, “A perturbation

the occluded regions and moving shadows are eliminated very method_for evaluating background subtr_actlon algorithmsJaimt IEEE
International Workshop on Visual Surveillance and Performance Evalua-

effectively by using the background StatiStic_al paramet_ers_. A tion of Tracking and Surveillance (VS-PETS 2Q0d8e, France, October
gueue-based connected component analysis method is intro-2003.

duced to isolate the moving object from background noise.
Moreover, a pixel based background update is used to updating
the illumination changes. The proposed scheme has been
implemented and evaluated regarding the segmentation quality
and frame rate. From the experimental results, we conclude
that the proposed method successfully extract object contours
accurately against the illumination and noise changes. The
future work of this paper includes object silhouette refinement
and tracking.
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