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Abstract—This paper presents coding schemes for multiple
color and depth video using a hierarchical representation. We use
the concept of layered depth image (LDI) to represent and process
multiview video with depth. After converting those data to the
proposed representation, we encode color, depth, and auxiliary
data representing the hierarchical structure, respectively. Two
kinds of preprocessing approaches are proposed for multiple
color and depth components. In order to compress auxiliary data,
we have employed a near lossless coding method. Finally, we
have reconstructed the original viewpoints successfully from the
decoded LDI frames. From our experiments, we realize that the
proposed approach is useful for dealing with multiple color and
depth data simultaneously.

Index Terms—Layered depth image (LDI), multiple depth im-
ages, multiview video, scene representation.

I. INTRODUCTION

THE MULTIVIEW video is a collection of multiple videos
capturing a scene at different camera locations. If we ac-

quire it from multiple cameras, we can generate video scenes
from any viewpoints. In addition, depth information that can be
extracted from multiple videos plays an important role to pro-
vide 3-D information of the scene. Therefore, multiple color and
depth data can be used in a variety of applications including
free viewpoint video (FVV), free viewpoint TV (FTV), 3DTV,
surveillance, sports matches, games, and virtual reality (VR).

Although the multiview video with depth has much potential
for various applications, one big obstacle is a huge amount of
data. In principle, the amount of information in multiview video
data increases linearly as the number of cameras. If each video
is recorded at a higher resolution, the size of data becomes more
tremendous. Because of these reasons, it has been perceived that
multiview video coding (MVC) is a key technology to realize
those applications.

Recently, MVC is getting a lot of attention; however, most
MVC algorithms are based on the H.264/AVC video coding
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standard. Those MVC techniques are mainly extensions of pre-
dictive video coding schemes of a single video. They do not
utilize rich 3-D information contained in multiview video.

On the other hand, there have been active researches on
image-based rendering (IBR) using multiple images and video-
based rendering (VBR) for multiple viewpoint video. Their
main target is the seamless rendering of new viewpoints rather
than reducing the data size of multiple images or videos. These
diverse researches treat similar kinds of data, multiple images
or multiview video; however, they usually address coding and
rendering of those large amounts of data separately. Moreover,
encoding methods of multiple depth video have rarely covered
before even though there are some works related to single
depth video compression. Therefore, there have been only a
few researches trying to solve both problems together.

In this paper, we propose encoding schemes for multiple color
and depth video using a hierarchical representation. Unlike most
MVC and IBR/VBR techniques, we try to address problems of
representation and encoding based on the unified data struc-
ture of multiple color and depth video. We use the concept of
layered depth image (LDI) [1], one of the image-based ren-
dering techniques, to represent and process multiview video
with depth data simultaneously. We describe the overall frame-
work and how to generate LDI frames from the natural mul-
tiview video with depth [2], [3]. For color and depth compo-
nents, two preprocessing algorithms are proposed and examined
[3]. For the auxiliary data, an image for the number of layers
(NOL), representing the hierarchical structure, a near lossless
coding method is applied. Finally, we reconstruct the original
viewpoints through the inverse warping and hole-filling tech-
niques using interpolated pixels and residual data.

The paper is organized as follows. In Section II, we review re-
lated works for image and video-based representations of mul-
tiview data and MVC activities in MPEG. We then describe
the proposed approach to generate LDI frames from the nat-
ural multiview video in Section III. In Section IV, we explain
the framework, encoding, and reconstruction methods for mul-
tiview color and depth video. After experimental results are pre-
sented in Section V, we draw a conclusion in Section VI.

II. RELATED WORK

A. Image-Based Representations for Multiview Images

Since there have been researches on geometry-based
rendering methods, lots of useful modeling and rendering
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techniques have developed. Geometry-based rendering, how-
ever, requires laborious modeling and long processing time to
reconstruct and render complicated real world scenes. As an
attractive alternative to avoid these problems, IBR techniques
have received much attention. They use 2-D images as primi-
tives to generate an arbitrary view of a 3-D scene. Especially,
they do not depend on the complexity of 3-D objects in the
scene, but rely on image resolutions [4].

On the other hand, one of the important aims of using the
multiview video is to provide view-dependant scenes as users
change their viewpoints. This goal is similar to the functionality
of IBR: view generation using 2-D input images. We can clas-
sify various IBR techniques into three categories based on how
much geometry information is used [5], [6]: rendering with no
geometry, rendering with implicit geometry, and rendering with
explicit geometry. Among a variety of methods, LDI [1] is one
of the efficient rendering methods for 3-D scenes of complex ge-
ometries. LDI belongs to the category of rendering with explicit
geometry. It represents the current scene using an array of pixels
viewed from a reference camera location. In order to arrange
pixels along the view axis, it uses the depth information for each
pixel. This concept is useful to deal with splitted video simulta-
neously, especially in video surveillance, sports matches, etc.

There are several researches conducted on LDI: LDI tree [7]
and adaptive sampling [8] for overcoming a sampling problem,
tiling LDIs [9] for modeling and rendering of synthetic static
terrains, LDI using pixel grouping [10] to enhance the quality
of new viewpoints, and LDI compression [11] to reduce the size
of LDI data for synthetic static scenes. Recently, LDI was used
to generate soft shadows from opaque objects [12].

Most of them are dealing with a synthetic static scene and tar-
geting for reconstruction and rendering of new viewpoints. Only
one paper focuses on compression of LDI data for a static scene.
However, we extend the concept of LDI to a natural multiview
video for representing, processing, and coding.

B. Video-Based Representations for Multiview Video

IBR techniques have been mainly applied to static objects, ar-
chitectures, and sceneries. However, there have been other ap-
proaches to extend them to dynamic scenes. Kanade et al. [13]
generate a mesh-based surface representation at every time in-
stant using 51 cameras (512 512) in a 3-D dorm. Their re-
sults show artifacts caused by illumination mismatches among
multiple views and inconsistent motion when there exists severe
changes of the viewing angle. Matusik et al. [14] use silhouette
images from four cameras (256 256) to compute and shade
visual hull, an approximate geometric representation. They can
render 8000 pixels of the visual hull at about 8 frames per second
(fps). Naemura et al. [15] use a view-dependant layer represen-
tation and synthesize scenes at 10 fps. They capture 16 videos
of small objects and the horizontal resolution of each video is
180 pixels. Carranza et al. [16] use convergent seven cameras
to capture 3-D human motion. Each video is recorded at a res-
olution of 320 240 pixels/frame at 15 fps. They use a priori
human body model that is fit to a 3-D shape of the observed
person. Their approach is not designed for a 3-D scene, but for a
single 3-D human object. Zitnick et al. [17] propose an efficient
view interpolation and rendering system using multiple videos

(1024 768) captured by eight cameras. Their major target is to
help video synthesis and editing in a cost effective way. More
VBR references can be found in the literature [18].

However, these approaches are mainly focusing on capturing,
modeling, and rendering of 3-D objects. Efficient representation
for coding the large input data is less emphasized.

C. MPEG Multiview Video Coding Activity

ISO/IEC JTC1/SC29/WG11 Moving Picture Experts Group
(MPEG) has recognized the importance of MVC technologies,
and an ad hoc group (AHG) on 3-D audio and visual (3DAV)
has established in December 2001 [19]. Four main exploration
experiments (EE) on 3DAV were performed from 2002 to 2004:
EE1 on omnidirectional video, EE2 on FTV, EE3 on coding of
stereoscopic video using multiple auxiliary components (MAC)
in MPEG-4, and EE4 on depth/disparity coding for 3DTV and
intermediate view interpolation [20]. In response to the Call
for Comments issued in October 2003, a number of companies
have expressed their interests for a standard that enables FTV
and 3DTV. After MPEG called interested parties to bring evi-
dences on MVC technologies in October 2004 [21], some evi-
dences were recognized in January 2005 [22] and a Call for Pro-
posals (CfP) on MVC has been issued in July 2005 [23]. Then,
the responses to the Call have been evaluated in January 2006
[24]. From the evaluation results, the standardization of MVC
is under way.

Most MVC algorithms in MPEG focus only on reduction
of data size of multiple color videos. They are based on the
H.264/AVC video coding standard, a predictive coding scheme
for a single video. In fact, MPEG MVC is considered as a spe-
cial case of the MPEG scalable video coding (SVC). From these
reasons, they rarely use 3-D information contained in multiview
video. In addition, they do not consider problems of efficient
representation for multiview data and coding of multiple depth
sequences. Unlike these approaches, in this paper, we try to rep-
resent and process huge amount of multiple color and depth data
simultaneously.

III. REPRESENTATION OF MULTIVIEW COLOR AND DEPTH

VIDEO USING A HIERARCHICAL REPRESENTATION

A. Concept of LDI

Among a variety of IBR techniques, LDI is one of the efficient
rendering methods for 3-D objects with complex geometries. It
represents the current scene using an array of pixels viewed from
a camera position. However, each LDI pixel consists of color,
depth between the camera and the pixel, and other data that sup-
port rendering of LDI. Three key characteristics of LDI are: 1)
it contains multiple layers at each pixel location; 2) the distribu-
tion of pixels in the back layer is sparse; and 3) each pixel has
multiple attribute values. Because of these special features, LDI
enables us to render arbitrary views of the scene at new camera
positions. Moreover, rendering can be performed quickly with
the list-priority algorithm proposed by McMillan [25].

When the rays are emanating from a reference viewpoint (an
LDI camera), it is possible to store intersecting points between
rays and an object. Each intersecting point contains color and
depth information. Fig. 1 represents the conceptual diagram of
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Fig. 1. Conceptual diagram of LDI.

Fig. 2. Generation of LDIs from the natural multiview video.

LDI [1]. As shown in Fig. 1, the first intersecting points con-
struct the first layer of LDI, the second ones build up the second
layer, and so on. Consequently, each layered depth pixel (LDP)
has different number of depth pixels (DPs), which contain color,
depth, and auxiliary information for reconstruction of multi-
views. For example, LDP 3 in Fig. 1 has four layers, which con-
tain intersecting points between Ray C and the object.

B. Generation of LDI From Multiview Color and Depth Data

The method described in Fig. 1 is only applicable to 3-D com-
puter graphics (CG) models since rays cannot go through a real
object in the physical world. Therefore, we need another ap-
proach to generate LDI for real world objects [1].

Fig. 2 shows the overall procedure of the generation of LDIs
for real world scenes from natural multiview color and depth
video, not from 3-D synthetic models [2], [3].

After obtaining depth information from the multiview video,
we perform 3-D warping to generate a single LDI using mul-
tiple color and depth images. We start from the following
incremental 3-D warping equation [1] because the original
McMillan’s warping equation [28] is complex and has many
parameters to be computed. If we use the incremental warping
equation, we can reduce the computational complexity for 3-D
warping. When we perform 3-D warping from one camera
position i to the other location j, the equation is as follows:

(1)

where V is the viewport matrix, P is the projection matrix, and A
is the affine matrix. stands for camera matrix at the camera
position . We assume that the warping is performed from the

location of camera to that of camera . T is the transformation
matrix that moves pixels in the image captured from camera
to camera . Pixels in the image plane of camera are projected
to the world space through the inverse matrix of and those
3-D points are re-projected to the image plane of camera using
the camera matrix . The incremental 3-D warping is then per-
formed by (2)

(2)

where is the pixel position in an image plane at camera
and is the accompanying per pixel depth value. is a scaling
factor and the warped pixel location is finally obtained after di-
viding it by . Usually, the camera matrix in (1) can be easily
calculated for 3-D CG objects. While the viewport matrix is
computed from the image resolution, the projection matrix is
determined in a graphics library through the orthogonal or per-
spective view. The affine matrix is calculated from the rotation
and translation matrix. However, it is difficult to define those
matrices in a natural video.

Because of these reasons, we use a different camera ma-
trix calculated from the given camera parameters of the test
sequence, instead of estimating each and matrix in
the natural video. The modified camera matrices and the 3-D
warping equation are as follows [29]:

(3)

where is the camera matrix of camera , which is calculated
from camera parameters, not from CG data. is a matrix rep-
resenting intrinsic camera parameters and is the Euclidean
transform expressing rotation and translation of a camera. Def-
inition of and are as follows:

(4)

where are the focal length in pixel unit, is the skew
angle between two axes of the CCD cell, and is the lo-
cation of the principle point in pixel unit. represents the
rotational component and is the translational factor. In
general, and are given by extrinsic camera param-
eters that can be calculated from camera calibration techniques.
The modified camera matrix is formed by adding an addi-
tional row [0 0 0 1] to . It makes a homogeneous 4 4 camera
matrix because becomes a 4 matrix. Finally, the in-
cremental warping in (2) is done using the instead of .

After performing the 3-D warping, depth comparison and
thresholding is conducted for the moved pixels. Since the data
size of generated LDI depends on this thresholding, the ex-
threshold is chosen by considering the reconstruction quality.

Fig. 3 shows an example of the generation process of LDI for
real world scenes using multiple color and depth images. The
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Fig. 3. Generation of LDI from multiple color and depth images.

LDI scene at camera 1 can be constructed by warping images
from all camera locations.

First, we assume that there are three images,
where i means the camera index, which are captured at different
camera locations such as , and in Fig. 3. In addition,
each image has per pixel depth value as well as R, G, and B
values, and camera parameters are available. stands for the
first pixel in is that in , and so on. Second, the refer-
ence view is selected by the user, e. g., , and 3-D warping
is performed to the reference location from all images. Actu-
ally, the warping from to is the same as itself. Third,
the warped pixels, which still have color and depth values, are
sorted according to depth at each pixel location. If the difference
of depth values between warped pixels is smaller than the pre-
defined threshold, they are merged into a single point, marked I’
in Fig. 3, which has average color and depth values. Otherwise,
a new layer is created as depicted in Fig. 3.

LDI contains several attribute data together with multiple
layers at each pixel location. A single LDI pixel consists of
color, depth, and auxiliary data that support reconstruction of
multiview images from the decoded LDI. Therefore, color and
depth information contained in multiview video can be properly
stored in the data structure of LDI. The overall data structure of
LDI is shown in Fig. 4. We use eight bits per color channel and
per pixel depth value in DP. The NOL at each LDP location
should be stored to recover the hierarchical structure of LDI.
We define the maximum NOL is the same as the maximum
number of cameras.

C. Analysis of the Multiview Video Test Data

There are various kinds of multiview video test sequences
provided by MPEG AHG on MVC [23], [26]. Several propo-
nents provide about 20 sequences with different properties. Re-
cently, MPEG has been issued the CfP on MVC [23] and conse-
quently selected eight sequences as the test sets for the CfP on
MVC. They have been chosen by considering diverse features,
such as the number of cameras (5, 8, and 100), camera arrange-
ments (1-D parallel, 1-D parallel convergent, 1-D arc, 2-D cross,
and 2-D array), frames per second (15, 25, and 30), image reso-
lutions (VGA and XVGA), scene complexity, and camera mo-
tions. All the test sequences contain camera parameters for their

Fig. 4. Data structure of LDI.

TABLE I
PROPERTIES OF THE SELECTED TEST SEQUENCES FOR THE CFP ON MVC (A:

AVAILABLE, N/A: NOT AVAILABLE)

own camera arrangements and the validation of those camera
parameters has been done in MPEG AHG on MVC. The prop-
erties of the selected multiview video test sequences are sum-
marized in Table I [3], [23]. Among them, Microsoft Research
(MSR) provides the multiview video sequence, “Breakdancers”
with camera parameters and depth information [17], [27].

In addition to this test data, we use one more test sequence
in our experiments. Although this additional dataset is not the
selected for MPEG MVC, it is useful to examine the efficiency
of the proposed system for all available dataset at the moment.
The sequence is “Ballet” provided by MSR, which also has per
pixel depth information as well as camera parameters.

IV. FRAMEWORK FOR REPRESENTATION AND ENCODING OF

THE MULTIVIEW COLOR AND DEPTH VIDEO USING LDI

A. System Overview

Fig. 5 shows the overall system diagram for representation
and processing of multiview video using the concept of LDI [2],
[3]. As shown in Fig. 5, the color and depth frames of the mul-
tiview video are gathered and warped to the selected LDI view.
Consequently, eight color and eight depth images construct a
frame of the LDI sequence. In this paper, the LDI sequence and
LDI frames have the same meaning, the sequence of LDI. Once
we obtain the LDI frames from the above procedure, we can
reconstruct multiview images by applying the inverse warping,
the pixel interpolation, and the residual compensation. Since in-
formation is lost because of depth thresholding and the limited
viewing range caused by camera arrangements, a compensation
module is required before the reconstruction of multiviews.
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Fig. 5. Framework for representation, encoding, and reconstruction of multi-
view video using LDI.

TABLE II
PIXEL DISTRIBUTION OF THE FIRST LDI FRAME

(DEPTH THRESHOLD VALUE: 3.0)

In the encoding step, LDI data are preprocessed and
H.264/AVC is applied to those processed data adaptively. One
important thing to be considered in the encoding process is to
employ the specific characteristics of LDI, which are described
in the next subsection. Because each layer of LDI contains
empty pixels, we should fill or remove those vacant holes
before applying encoding techniques.

B. Characteristics of the Generated LDI Frames

Our proposed framework is based on the conversion between
multiview color and depth video data and LDI frames. Before
encoding the generated LDI frames, we first analyze the proper-
ties of the constructed LDI frames [3]. LDI pixel contains color,
depth between the camera and the pixel, and auxiliary data that
support reconstruction of multiview images from the decoded
LDI. Three key characteristics of LDI have been already de-
scribed in Section III. Because of those specific features, LDI
enables us to render arbitrary viewpoints of the scene at new
camera positions.

Table II lists the percentage of total number of pixels included
in each layer of the generated LDI frame. The LDI frame in
Table II is constructed from the first eight color and depth im-
ages of the “Breakdnacers” sequence. The pixel occupation is
reduced as the layer number increases. It means that the data size
of the original multiview video can be reduced by converting
them into the data structure based on LDI.

C. Encoder Structure

Fig. 6 illustrates the encoder block diagram [30]. After gener-
ating LDI frames from the natural multiview video with depth,
we separate each LDI frame into three components: color, depth,
and the NOL. The color and depth component consists of layer

Fig. 6. Encoder block diagram.

images, respectively. The maximum number of layer images
is the same as the total number of views. In addition, residual
data are sent to the decoder in order to help the reconstruction
of multiview images. Color and depth components are prepro-
cessed by data aggregation/layer filling to apply H.264/AVC.
NOL could be considered as an image containing different NOL
at each pixel location. Since the NOL information is very impor-
tant to restore or reconstruct multiview images from the decoded
LDI, it is encoded by using the H.264/AVC intra-mode with a
low quantization parameter from 10 to 15. Finally, the residual
data, differences between the input multiview video and recon-
structed ones, are encoded by H.264/AVC.

D. Preprocessing of the LDI Frames

We have tested with two kinds of preprocessing algorithms
[3]. The first idea is to aggregate scattered pixels into the
horizontal or vertical direction [11]. This approach can gather
nonempty pixels into one side because each layer of the
constructed LDI has different number of pixels. Although
H.264/AVC is powerful to encode rectangular images, it does
not support shape-adaptive encoding schemes. We, therefore,
aggregate each layer image and then fill empty locations with
the last pixel value of the aggregated image line by line. First,
the scattered pixels in each layer are pushed to the horizontal
direction. Second, the aggregated layer images are merged into
a single huge image and empty pixels are padded. For example,
if each layer image has 1024 768 pixels, the resolution of
the huge aggregated image becomes 8192 768. Finally, the
generated one is divided into small images with pre-defined
resolutions, e.g., 1024 768, to employ H.264/AVC.

The second method is called as layer filling. We can fill the
empty pixel locations of all layer images using pixels of the
first layer. Since the first layer has no empty pixels, we can use
same pixels of the first layer to fill other layers. This process in-
creases the prediction accuracy of H.264/AVC, therefore, data
size could be reduced further. We can eliminate the newly filled
pixels in the decoding step because information of the NOL
is sent to the decoder. It is a gray scale image that each pixel
contains an unsigned integer representing how many layers are
available.

E. Encoding of the Number of Layers (NOL)

NOL could be considered as an image containing the NOL
at each pixel location. Fig. 7 shows an example of the NOL
image. Usually, the maximum NOL is the same as the number
of cameras used to capture the scene. If we use eight cameras
to acquire eight-view video, then the maximum NOL is eight.
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Fig. 7. Example of the NOL image.

The minimum NOL is one since there always exists more than
one layer. Namely, there are no empty pixels in the first layer of
LDI [29].

The physical meaning of the NOL image is that it represents
the hierarchical structure of the constructed LDI in the spatial
domain. Assuming NOL is known, we can efficiently use empty
pixel locations to increase the correlation between pixels. We
can change the pixel orders freely, allocate dummy pixel values
in empty locations, and remove them after decoding because we
know where those pixels are [29].

Since the NOL information is very important to restore or re-
construct multiview images from the decoded LDI, it is encoded
by using the H.264/AVC intra-mode with a very low QP. From
our experiment, QP values from 10 to 15 show similar results
when QP 0 is used for NOL. Although the intra-mode is lossy,
NOL can be reconstructed in a near lossless fashion using the
very low QP. In addition, we change the dynamic range of the
pixel values of the NOL image by considering both the encoding
bits required for the changed dynamic range and the accuracy of
the restored NOL value.

Finally, the inaccurately reconstructed values of the NOL
image could cause different NOL per pixel. They consequently
make artifacts in the final reconstructed results. However, the
pixel blending at the reconstruction step could correct them
within the limited tolerance and the added residual data fill the
holes lastly.

F. Reduction of Residual Data Using Pixel Interpolation

Theoretically, we can reduce residual data if we can recon-
struct multiviews without using the information of the orig-
inal images. It means that we should use all available DPs in
back layers of LDI, neighboring pixels within a layer image,
and spatial relationships between multiple images for the same
scene [29].

In our reconstruction algorithms, there are three steps: inverse
warping, reconstruction without residual information, and re-
construction with residual information. In order to reduce the
residual information, we exploit the neighboring reconstructed
images in the second reconstruction step. We can get interme-
diate reconstruction results after applying inverse 3-D warping
and depth ordering of the back layer pixels. As shown in Fig. 8,
we can get intermediate reconstruction results after applying the
inverse 3-D warping and depth ordering of the back layer pixels.

Fig. 8. Reconstruction using back layers. (a) View 0. (b) View 1. (c) View 4.
(d) View 7.

Fig. 9. Reconstruction results using the pixel interpolation. (a) View 0.
(b) View 1. (c) View 4. (d) View 7.

Our approach is to use neighboring pixels and reconstructed
images for interpolating empty pixels of the current recon-
structed image [29]. There are mainly two factors influencing
the interpolation result: spatially located neighboring pixels
within the current reconstructed image and temporally located
pixels in neighboring reconstructed images.

The pixel interpolation is performed by

(5)

(6)

(7)

where is the interpolated pixel value at the posi-
tion using neighboring pixels of the current image, is
that using pixels in other views. is the final interpolated
pixel value, is the valid number of pixels within a
window, and are the weighting factors, is the number
of cameras, and means the reconstructed image. We use these
equations to interpolate the empty pixels of the current image.
The weighting factors have been determined by experiments.

Fig. 9 shows the reconstruction results after we perform the
pixel interpolation using the above equations. We can observe
that most holes except for left-most and right-most sides are
recovered with much less visual artifacts.

G. Reconstruction of Multiple Images From a LDI Frame

Fig. 10 shows the reconstruction procedure of multiview im-
ages from the decoded LDI data. We start from the decoded LDI
because the reconstruction process can be considered as an in-
verse procedure of the LDI generation. After we move whole
pixels from the decoded LDI to the world coordinate of the refer-
ence camera, those 3-D points are re-projected into each camera
location. At this time, the target of the inverse 3-D warping is
each camera location. Therefore, different numbers of pixels are
located at each pixel location of each camera.
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Fig. 10. Reconstruction procedure of multiview images.

Now we can use the number of pixels hanging in the back
layers to reconstruct the image at each camera location. Those
pixels in back layers are called as DPs; each DP contains color,
depth, and auxiliary information.

There are many holes in the reconstructed multiview images
because information is lost when the pixels are moved to the
reference camera location during the inverse 3-D warping. In
order to fill the holes, we can use color and depth informa-
tion contained in DPs of back layers. Each layered depth pixel
(LDP) contains different number of DPs and each DP has color
and depth information. By using those DPs moved from other
camera locations, we can restore some empty pixels of the cur-
rent viewpoint.

Even though we restore some empty pixels of each view,
some empty regions still remain. The main reason is that there
are some portions that other cameras cannot capture. For in-
stance, the left-most side of camera 0 and the right-most side of
camera 7 of the “Breakdancers” sequence. Actually, the camera
arrangement of MSR data is 1-D arc of eight cameras with
20-cm spacing. Therefore, it is natural that we cannot find suf-
ficient information to restore both left-most side and right-most
side of the reconstructed images at certain camera locations. In
this case, we need additional information to restore those re-
gions. Although we can reduce the empty regions using inter-
polation methods, inaccurate pixels values can cause artifacts in
the reconstructed images.

We, therefore, need to fill the holes using the compensation
module, as described in our overall framework in Fig. 5. During
the compensation process is performed, we use the residual data
extracted from the original multiview images. We can calculate
residual information by subtracting empty pixel locations from
the original multiview images.

V. EXPERIMENTAL RESULTS AND ANALYSIS

A. Generation of LDIs From Natural Multiview Video

The main part of generating LDI frames from the natural mul-
tiview video is the incremental 3-D warping. Fig. 11 depicts the
first frame at each camera location when the reference camera is
camera 4. The results of the incremental 3-D warping are shown
in Fig. 12.

We can observe that actors are moving as the camera number
changes. In order to identify the warping results clearly, we did
not interpolate holes. White pixels in each image represent the

Fig. 11. First frame at each camera location. (a) Camera 0. (b) Camera 1.
(c) Camera 2. (d) Camera 3. (e) Camera 4. (f) Camera 5. (g) Camera 6.
(h) Camera 7.

Fig. 12. Results of the incremental 3-D warping. (a) Camera 0 to camera 4.
(b) Camera 1 to camera 4. (c) Camera 7 to camera 4.

Fig. 13. Layer images of the first LDI frame. (a) First layer. (b) Second layer.
(c) Third layer. (d) Fourth layer. (e) Fifth layer. (f) Sixth layer. (g) Seventh layer.
(h) Eighth layer.

holes generated by the 3-D warping. In Fig. 12, camera number
4 is the reference LDI view and the warping has been performed
from other camera locations to the reference LDI view. When
the warping is carried out from the left cameras (camera 0, 1,
2, and 3) to the reference camera, major holes are created along
the right side of the actors. On the other hand, holes are mainly
distributed in the left side of the actors as the warping is done
from the right cameras (camera 5, 6, and 7) to the LDI view.

The generated LDI has several layers and the maximum
number of layer is the same as the camera number. For “Break-
dancer,” each LDI frame can, therefore, have eight layers
in maximum. The layer images (color components) of the
constructed LDI frame with depth threshold 5.0 is presented
in Fig. 13. As for depth components, the resultant images are
similar except they are represented as 8 bit gray scale images.

B. Preprocessing of the LDI Frames

As we described in Section IV, we have tested with two kinds
of preprocessing methods [3], [30]. Fig. 14 represents the results
of the data aggregation with the horizontal direction. The first
row shows each layer image of the constructed LDI with the
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Fig. 14. Results of the data aggregation with the horizontal direction.

Fig. 15. Results of the layer filling.

depth threshold of 5.0. For each image, data aggregation is per-
formed with the horizontal direction. Finally, each aggregated
images are again aggregated into a single one. The third row
represents the aggregated result.

The other method is filling empty locations using pixel values
in the first layer, which is called as a layer filling technique. The
result of layer filling is shown in Fig. 15.

C. Comparison of the Data Size and Analysis

In Tables III and IV, we have compared the data size between
the sum of frames of the test sequence and the generated LDI
frame [3], [30].

In Tables III and IV, the sum of frames means the summation
of eight color and depth images of the test sequence without
encoding. Simulcast using H.264/AVC (color + depth) means
the summation of data size calculated by the independent coding
of color and depth images.

The threshold value on how much we can allow for the dif-
ference among depth values has been selected based on the re-
construction results. Tables III and IV show the data size by
changing the depth threshold value from 0.0 to 5.0, but the
data size has not decreased drastically as the threshold value
is over 3.0 in our experiments. The depth threshold means the
difference among actual depth values. For “Breakdancers” and
“Ballet” sequences, the given depth range is from 44.0 to 130.0
[27]. Tables III and IV do not list the data size of residual in-
formation. The residual information mainly depends on the dis-
tance among cameras and the actual viewing range.

In our experiments, we have changed the size of residual
data based on the depth threshold value. For the residual data,

TABLE III
DATA SIZE FOR THE “BREAKDANCERS” SEQUENCE

TABLE IV
DATA SIZE FOR THE “BALLET” SEQUENCE

after we calculate the difference between the original and recon-
structed images, we encode the difference image. Moreover, the
NOL data size should be added to calculate the final data size;
the NOL image is coded by the H.264/AVC intra-mode with the
fixed quantization parameter in a near-lossless manner.

D. Comparison of PSNR and Analysis

In order to show that the proposed scheme has benefits in
terms of coding, we have shown comparison results in terms
of peak sinal-to-noise ratio (PSNR) Y versus bit rate for the
“Breakdancers” sequence in Fig. 16. The proposed method is
compared with others, which have been evaluated as the re-
sponses to the CfP of MVC [24].

The important fact in Fig. 16 is that all other methods encode
color components only, but the proposed one compresses color,
depth, NOL, and residual data. In other words, the PSNR curve
in Fig. 16 for the proposed method is the result of the total bit
rates for depth, NOL, and residual as well as color data. How-
ever, the other curves present the PSNR Y versus bit rate for
the color component only. The coding results are displayed for
three rate points: low, middle, and high bit rates.
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Fig. 16. PSNR Y versus bit rate curve.

In Fig. 16, the anchor means that all views are encoded sep-
arately using H.264/AVC with specified parameters [23]. All
PSNR curves represent the average values over all views. Ex-
cept for the anchor coding result, it is not possible to compute
the exact bit rate for each view because all data are merged into
one bit stream. We have calculated the total bit rate per LDI
frame and divided it by the number of views because each LDI
frame contains data for all viewpoints hierarchically. Since the
rate control mechanism is not implemented for the LDI frames,
we have manually allocated the total bit rate to each component
of the LDI frame. Its four components have been encoded by the
proposed methods. We have assigned approximately 70% of the
total bit rate to NOL, 20% to the color and depth components,
and 10% to the residual data. From our experimental results,
we observe that the proposed method has benefits in terms of
coding efficiency because it shows a better PSNR curve than the
anchor and a few others dealing with the color component only,
even though it contains all the encoded bits for depth, NOL, and
residual as well as color data.

There are several problems to be considered in future exper-
iments. First, the relationship between the NOL and the quality
of reconstructed views should be analyzed carefully. Second,
shape adaptive transforms, such as a shape-adaptive discrete co-
sine/wavelet transform could be used to encode LDI data be-
cause H.264/AVC supports only the 4 4 integer transform. Fi-
nally, temporal prediction schemes between constructed LDI
frames could be investigated using more test sequences with
depth information. Remaining issues of the LDI-based approach
are how to select the proper back layer pixels to fill out the cur-
rent pixel location, how to dynamically allocate total bits to each
component, e.g., color, depth, NOL, and residual, and how to
compare the performance of depth coding. Since the LDI frame
contains the depth information and the PSNR value may not be
the best measure for evaluating the depth coding performance,
we need to develop proper comparison metrics considering view
generation results using the depth information.

E. Reconstruction Results of Multiple Viewpoints

The result of the inverse 3-D warping is depicted in Fig. 17.
As we can observe in Fig. 17, there are many holes in the re-

Fig. 17. Results of inverse 3-D warping.

Fig. 18. Reconstruction results without residual information.

sultant images since information has been lost due to the 3-D
warping and long camera distance.

In order to fill the holes, we have used color and depth in-
formation contained in DPs of back layers. By using those DPs
from other camera locations, we can restore some empty pixels.
The reconstruction result using the additional DPs hanging in
the back layer of LDI is depicted in Fig. 18.
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Fig. 19. Recosntruction results after applying residual information.

In Fig. 18, we did not use residual data from the original
images, thus the left and right-most side of the reconstructed
images have large holes. As we have already mentioned in
Section V, the major reason of these results is the long distance
between cameras. If we move pixels from camera 0 to camera
4, the distance between these two cameras become about 80 cm.
Therefore, it is reasonable that there exist certain regions that
several cameras cannot acquire sufficient information for them.

In order to fill remaining regions, we have calculated residual
information by subtracting empty pixel locations from the orig-
inal multiview images. Fig. 19 represents the final reconstruc-
tion results using the residual information. Although there are
some artifacts in the final reconstruction results, it could be im-
proved by exploiting more accurate method of selecting proper
DPs to fill the holes.

VI. CONCLUSION

In this paper, we have described a hierarchical representation
of multiple color and depth video, preprocessing methods, en-
coding schemes of each component, and the reconstruction pro-
cedure for multiview video data with depth information. Exper-
imental results show that the size of the original multiple color
and depth video data, which are several tens of megabytes, are
reduced to about a few hundred kilobytes. For example, the size
of the test multiview video data with 100 frames is about 2.5
Gbytes, but it has been reduced more than a thousand times.
In addition, even though the proposed representation contains
color, depth, the NOL, and residual data, its PNSR performance
is comparable with others dealing with color information only.
The reconstruction results present that the original viewpoints
are properly restored through the inverse warping, the pixel in-
terpolation, and the compensation with residual data. The pro-
posed approach can treat multiple color and depth videos si-
multaneously using a hierarchical representation and reduce the
overall data to a manageable size. We, therefore, believe that
our approach could be useful to represent, process, and encode
multiview color and depth video data effectively.
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