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Abstract. Recent advances in ubiquitous computing have evoked the prospect 
of real-time monitoring of people’s health in context-aware homes. Home is the 
most private place for people and health information is of highly intimate 
nature. Therefore, users-at-home must have means to benefit from home 
healthcare and preserve privacy as well. However, most smart home healthcare 
systems currently lack support for privacy management for home inhabitants. In 
this paper, we analyze the privacy needs of smart home inhabitants utilizing a 
healthcare system and present a conceptual framework to manage disclosure of 
their personal health information. The proposed framework supports sharing the 
most meaningful detail of personal health information at different time 
granularities with different recipients in different contexts. To relieve the 
burden of configuration, default disclosure settings are provided, and to ensure 
end-user’s control over disclosure, the option to override default settings is 
included. 

Keywords: Information disclosure, privacy, context awareness, home 
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1   Introduction 

The emerging advances in pervasive computing technologies hold great potential for 
improving people’s quality of life. One of the most promising area of applications of 
these technologies is home healthcare [6, 15, 22]. In recent years, remote monitoring 
of patients in real-time via wearable health monitoring devices has become a special 
focus of interest [25]. Its promises notwithstanding, many researchers have expressed 
concerns about the potential privacy breaches associated with real-time health 
monitoring in home environment. Home remains the safest and the most private place 
for people [21] and health information is of highly sensitive nature as it can reveal 
intimate aspects about a person’s life [11, 32]. Therefore, it is crucial to guarantee the 
respect of personal privacy in smart home healthcare [4, 22].   

To date, most smart home health projects [6,15,22] have overlooked the privacy 
management for users-at-home in their design. We also found the current literature 
deficient in detail about guidelines how to incorporate privacy support in the design of 
smart home healthcare systems. To avail the promised benefits of home healthcare, 
smart home inhabitants should be able not only to prevent unwanted disclosure of 
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personal health information but moreover, to share the most meaningful details of 
information with different recipients in different contexts. In healthcare domain, trust 
refers to the competence as well as beneficence of the trustee [5]. We found most 
privacy models for ubiquitous computing systems [1, 9, 13, 17] insufficient for our 
purpose because they do not explicitly incorporate the competence of information 
recipients as a determinant for information disclosure.  

In this paper, we first analyze the privacy requirements for end-users of smart 
home healthcare. Our analysis draws on studies in the domains of ubiquitous 
computing, and health information management, and on sociological readings on 
interpersonal relationships. Based on the requirement analysis, we construct a 
theoretical framework that helps the end-users manage the disclosure of personal 
health information in different contexts. The proposed framework is founded upon 
5W1H (Who, Where, When, What, How and Why) context model proposed by Jang 
et al. [14]. In our application scenario, personal health information consists of raw 
physiological data that is collected via wearable sensors and processed stress level 
that is result of analysis of collected physiological data based on Oriental Medical 
Science [10]. To extract the most meaningful details about personal health 
information in emergency as well as normal situations, we classify the information at 
different time granularities using a variant of a clustering algorithm specified in [30].  
To relieve the end-user of the burden of configuration, we provide default disclosure 
settings in changing contexts. However, to ensure that the end-user remains in control 
over the disclosure of his/her personal health information, we also include the option 
to override default settings. 

The paper is organized as follows. In the section 2, we provide a requirement 
analysis for end-user’s privacy in smart home healthcare. The conceptual framework 
to tackle privacy management in smart home healthcare is explained in section 3. 
Section 4 deals with an experimental demo illustrating our framework. We wrap up 
with a summary of current work and directions for future works in the section 5.  

2   Privacy Requirements for Users of Smart Home Healthcare 

Due to recent advances in ubicomp technologies, home healthcare is expected to 
become a usable means of health provision in the not so distant future. The concept of 
“smart home healthcare” deals with the use of sensors and actuators in home 
environment for real-time monitoring of occupants’ health status. Many laboratories 
and companies are currently working on research projects in this field. Among these, 
some of the most prominent include the “Aware Home” at Georgia Institute of 
Technology [15], the “Center for Future Healthcare” at University of Rochester [6], 
and the “Intelligent Habitat for Health” at Faculty of Medicine of Grenoble [22]. 
However, to date, research in this domain has paid little attention to information 
systems and decision support for patients [16]. In particular, patients’ perspective on 
privacy management in real-time health monitoring [4] remains under-explored in 
literature. 

One of the prime challenges in personal health information management (PHIM) is 
“sharing information with individuals from social, professional, and health-care  
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networks while maintaining personal privacy” [28]. Studies have emphasized the need 
for individuals’ control over personal health information [31]. Surveys highlight the 
fact that many people consider their health information to be highly confidential [32], 
second only to financial information [11].  The 1993 Harris Equifax Health 
Information Privacy Survey found that 25% of the public scored high in general 
privacy concern, however, when measured specifically for medical privacy concern, 
48% fell into the high concern position [12].    

Use of wearable computing devices for real-time monitoring of health poses 
serious privacy issues for patients [20]. Real-time surveillance of personal health in 
home environment makes an individual’s ability to preserve privacy more tenuous 
[4]. The classified nature of both the health information and the home signify the 
pressing importance of privacy management for users of smart home healthcare  
[21, 22]. An ethnographic study of a community living with ubiquitous computing [3] 
points out that: 

• Users do not understand the possibilities and implications of privacy 
breaches in residential care. 

• Users often forget that they are being monitored. 
• Users trust the designers of a system to have protected them from 

unanticipated consequences. 

The aforementioned findings indicate the gravity of the task before the system 
designers to offset potential privacy violations associated with home healthcare in 
ubiquitous computing environments. As stated by Adams and Sasse [1], “Most 
invasions of privacy are not intentional but due to designers’ inability to anticipate 
how this data could be used, by whom, and how this may affect users”. It is desirable 
to provide default privacy settings in the system to relieve the user of the burden of 
configuration [27]. It has also been noticed that most users are unlikely to change the 
default settings [27]. On the other hand, it is also important to empower people “to 
stipulate what information they project and who can get hold of it” [7]. Hence, the 
option to override default settings must be provided as well.  

People’s willingness to share information is likely to differ depending upon the 
kind of information and who is likely to view it [23]. Instead of a coarse-grained 
approach of denying/allowing access to personal information, ubiquitous computing 
systems must allow for granular control to fine-tune the details of disclosed 
information [13]. Patel et al. [26] discovered that most users rate family more 
trustworthy than the friends and colleagues. Chatfield et al [7] conducted a study to 
examine user’s opinions on personal information exchange with an Intelligent 
Environment. They discovered that the biggest influence on a user’s information 
sharing preferences was the existence of a prior relationship with the information 
recipient. In other words, the parameter of social intimacy is a determining factor in 
information sharing. 

In the context of healthcare, trust refers to the “confidence in competence (skill and 
knowledge), as well as whether the trustee is working in the best interests of the 
trustor” [5]. People show high degree of trust in physicians to access their medical 
records while an overwhelming majority opposes their records to be shown to 
employers [11]. Confidentiality in patient-doctor relationship even outranks that in  
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patient-family relationship [2]. Patients have high level of trust for their family 
physicians that gives them comfort to reveal personal and sensitive information  
[19, 31]. Patients reveal even those details about personal health to their doctors 
which they feel hesitant to share with their families. Moreover, many family 
members, because of low health literacy, may be unable to understand arcane 
technical details of health information. This suggests that in the matters of healthcare, 
people’s willingness to share information is not only motivated by social intimacy to 
the recipient but also by the competence of the recipient.  

Palen and Dourish [24] describe privacy management as a “dynamic response to 
circumstance rather than a static enforcement of rules”. Lederer et al. found out that in 
ubiquitous computing, the recipient’s identity is a stronger determinant of privacy 
preferences than the user’s situation [18]. However, in ubicomp healthcare, users are 
likely to prefer privacy settings for normal situations to be set aside under emergency 
situations [13]. In an emergency, safety takes precedence over privacy, and most 
patients will probably choose a “confidentiality override policy” that would allow an 
authenticated healthcare provider to gain access to records that he/she would normally 
not be entitled to view [19].  Hence, disclosure settings of health information in smart 
home healthcare must make room for adapting to the changes in the user’s situation. 

Based upon the abovementioned observations, we specify the criteria to assess 
what constitutes the most useful information to be disclosed to a particular recipient 
under a particular situation in smart home healthcare.  Our conclusion is that such 
decision is determined by the following factors: 

• Social intimacy between the end-user and the recipient 
• Competence of the recipient 
• Situation of the end-user 

3   Personal Health Information Disclosure Management 

Based on the analysis of privacy needs of end-users of smart home healthcare, we 
present a conceptual framework that helps them manage disclosure of personal 
information. We use the user-centric context model of Jang et al [14] to represent the 
constituents of our proposed framework. According to this context model, context 
information is organized using the categories of involved users (‘Who’), spatial 
circumstance (‘Where’), time (‘When’), involved objects, pieces of information, and 
services (‘What’), current state (‘How’), and further information on causes for user 
interaction (‘Why’). The following components of 5W1H (Who, Where, When, What, 
How and Why) context model [14] are utilized for Personal Health Information 
Disclosure Management (PHIDM) framework: 

• Personal Health Information (‘What’) 
• Situation of the end-user represented by his/her stress level in one-minute-

interval (‘How’) 
• Competence of the information recipient (‘Who’) 
• Intimacy between the information recipient and the end-user (‘Who’) 
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Fig. 1. Framework for Personal Health Information Disclosure Management (PHIDM) 

The inputs and outputs of the disclosure mechanism are illustrated in Fig. 1. 
Personal health information is classified into two categories with respect to its 
complexity level i.e.  

• Raw - physiological data (‘Expert’ information)  
• Processed - stress level data (‘Layperson’ information) 

Raw data consists of galvanic skin response, pulse rate, and temperature of the 
patient collected via wearable sensors. Processed information (stress level) is obtained 
by interpreting this raw data on the basis of Oriental Medical Science analysis [10]. 

Taking cue from Rogers et al [29], the granularity of disclosed information is set to 
day (24 hours) level, under normal situations. To provide a more in-depth view of the 
end-user’s situation at different temporal granularities (second, minute, hour, day, 
week, month, year), we apply a variant of clustering mechanism derived from the 
specification provided in [30]. This corresponds to ‘details-on-demand’ functionality 
proposed by Chittaro [8] that allows for visualization of patient’s medical record at 
different temporal granularities on mobile devices. 

Situation of the end-user is represented by the level of his/her stress during  
one-minute-level intervals as follows: 

• Normal  
• Above-normal over long duration  
• Critical 

Competence refers to the recipient’s skills and knowledge to comprehend health 
information, and is categorized as: 

• Professional (healthcare professionals) 
• Layperson (non-healthcare people) 

Based on the studies about interpersonal relations [2, 18, 23, 26] and health 
information privacy [11, 19, 31], we specify three levels of intimacy between the 
recipient and the end-user as given below: 

• High (family physician, significant others, close family members) 
• Medium (emergency healthcare staff, close friends) 
• Low (colleagues, employers, acquaintances that need to be informed in 

critical situations) 
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Under normal situation, access to personal health information is provided on 
demand only, however, in other situations, the recipients are notified and provided 
information according to the default settings. If not overridden by the end-user, the 
default disclosure settings operate as follows: 

If the user’s stress level is critical 
• Notify the High, Medium and Low intimacy contacts 
• Set time granularity of disclosed information to one-minute-interval 
• Set complexity of information with respect to competence of the recipient 

Else if the user’s stress level is above-normal for long duration 
• Notify High and Medium intimacy contacts 
• Set time granularity of disclosed information to the largest interval of 

above-normal stress (hour, day, week, month, year) 
• Set complexity of information with respect to competence of the recipient 

Else if the user’s stress level is normal 
• Allow access for information only to High intimacy contacts 
• Set time granularity of disclosed information to day 
• Set complexity of information with respect to competence of the recipient 

 

The illustration of disclosure management algorithm under the modes of ‘access on 
demand’ and ‘notification’ are shown in Figs. 2.a and 2.b respectively. 

                   

                                  (a)                                                                               (b) 

Fig. 2. Illustration of disclosure management algorithm (a). Access on Demand (b). 
Notification. 

The physiological data of a patient (e.g. pulse rate, galvanic skin response) can be 
meaningful information to be shared with doctors. However, this information remains 
arcane to family members and coworkers (because of their low health literacy). 
Hence, it is meaningful to let them know about interpreted stress condition only. 
Similarly, it is reasonable to share stress information with employers and coworkers 
in an emergency. But otherwise, it is not desirable to let them access personal health  
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information. Moreover, in an emergency situation, it is most meaningful for the user 
to disclose up-to-date, fine-grained information about stress condition, therefore, 
setting granularity to “minute” level. In normal situation, coarse-grained information 
about long-term trends of user’s stress condition becomes most meaningful, hence, 
setting the granularity to “Day” level. 

4   Experimental Demo 

In our experimental demo, physiological data of end-users is collected from a 
wearable wrist type sensor system including a PPG sensor, a GSR sensor and an SKT 
sensor, as shown in Fig. 3. Collected data is sent to an Ultra-Mobile Personal 
Computer (UMPC) via blue tooth connection and interpreted into stress level on the 
basis of Oriental Medical Science analysis [10]. Interface to specify intimacy levels 
and user-specified settings (i.e. overrule the default settings) are provided on the end-
user’s UMPC as shown in Fig. 4. Competence of the recipients is determined by their 
profiles stored on their respective UMPCs.  

 
 

Fig. 3. Wearable sensor system 

  

                                           (a)                                                    (b) 

Fig. 4. End-user’s interface to (a) specify intimacy level of recipients (b) user-specified 
disclosure settings (i.e. overrule default settings) 

Figure 4 shows the stress information being shown on the device of personal 
physician and Fig. 5 illustrates the stress information to be displayed on the device of 
family members (competence: ‘layman’ level). Figure 6 shows the data to be 
displayed on the devices of emergency healthcare staff under emergency situation. 
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Fig. 5. Data accessible to personal physician  

 

Fig. 6. Data accessible to family members (Competence level: layman) 

 

Fig. 7. Data accessible to emergency healthcare staff and employers etc. (Intimacy level: 
Middle or Low) 

5   Conclusions and Future Works   

In this paper, we analyzed the privacy requirements for end-users of smart home 
healthcare and presented a conceptual framework for managing disclosure of personal 
health information. The primary aim of the proposed framework is not to prevent 
disclosure of user’s health information but to share the most meaningful detail with 
different recipients in different contexts. It allows for fine-grained control over 
disclosure of health information, adapts disclosure rules with respect to end-user’s 
context, and provides default disclosure settings to relieve end-users of the burden of 
configuration.  The framework also includes the option to override the default 
disclosure rules for specific recipients and specific situations.  

In future works, we intend to broaden the mechanism of personal information 
disclosure management from smart home to a ubiquitous smart space. In that 
scenario, the scope of personal information is not limited to health information but 
also encompass e.g. location information. This will call for taking spatial granularity 
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into account, in addition to time granularity, in order to determine what is the most 
meaningful personal information in different contexts. 
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