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ABSTRACT 
 
In this paper, we propose a new algorithm to generate a high 
definition (HD) depth map using a standard definition (SD) 
depth camera and HD stereoscopic cameras. In order to 
obtain the initial depth information for the left camera, we 
perform the three-dimensional (3-D) warping technique 
using depth information acquired by a depth camera. After 
depth values from a depth camera are converted into initial 
disparity values for stereo matching, we search only a small 
neighboring region of the initial disparity to find a more 
accurate disparity value. Then, we generate 3-D edge 
segments to refine the depth map in boundary areas of 
objects. Experimental results show that the proposed scheme 
generates a more accurate depth map than traditional stereo 
matching algorithms.  
 

Index Terms— depth map generation, 3-D video, 
stereo matching 
 

1. INTRODUCTION 
 
As natural and realistic services are expected to become 
available in near future, we are very interested in the three-
dimensional (3-D) video as high-quality visual media. 
ISO/IEC JTC1/SC29/WG11 Moving Picture Experts Group 
(MPEG) has recognized the importance of multi-view video 
with depth (MVD) for 3-D video (3DV) applications [1]. In 
MPEG, several state-of-the-art techniques have been 
proposed to generate accurate depth information [2, 3]. 

We can classify 3-D depth sensor techniques into two 
categories: active depth sensor methods and passive depth 
sensor methods. In order to obtain 3-D depth information 
from real scenes directly, active depth sensor methods 
employ optical sensors, such as a laser sensor, an infrared 
ray sensor, or a light pattern sensor. Examples of active 
depth sensor methods are the structured light pattern 
approach [4] and the depth camera approach [5]. Although 
the active depth sensor methods only support low-resolution 
depth maps and need much cost to get them, they can 
produce accurate depth information.  

Passive depth sensor methods indirectly obtain depth 
information of real scenes using images captured by 
cameras. Examples of passive depth sensor methods can be  

 
stereo matching [6] and shape from motion [7]. The main 
advantage of passive depth sensor methods is that we can 
get high-resolution depth maps without paying much cost. 
However, the accuracy of depth information generated by 
the passive depth sensing is relatively lower than the other. 

In order to generate more accurate 3-D information, 
hybrid depth sensor methods that combine active and 
passive depth sensor methods have been tried. Most hybrid 
depth sensor methods usually refine 3-D models or scenes 
with images after constructing them with the 3-D 
information acquired by a 3-D scanner [8]. However, there 
exists the limitation in the previous hybrid works for 
scanning real scenes in real time.  

In 2005, Um et al. proposed a hybrid method that 
combines multi-view camera and a depth camera [9]. They 
works could get the depth information of out of the 
capturing range of a depth camera by compensated depth 
information acquired from stereo matching. However, this 
hybrid camera system could not support high-resolution 
depth maps because it was not dependent on the multi-view 
camera system but the depth camera system.  

In other words, the output of the previous work was 
standard definition (SD) depth maps that the current depth 
camera only supports. We can upgrade the current depth 
camera and develop a new depth camera to support high 
definition (HD) or higher resolution depth maps. Therefore, 
it is reasonable to develop a new scheme to generate larger 
size depth maps using the existing depth camera. 

In this paper, we propose a new scheme to generate high-
resolution and high-quality depth maps by combining high 
definition (HD) stereo cameras and a SD depth camera. In 
this work, we regard the depth information acquired by 
carrying out 3-D warping with the data from the depth 
camera as the initial depth values during stereo matching. 
Then, we refine the estimated depth information obtained 
from a stereo matching algorithm using 3-D edge segments.  

Our main contribution of this work is that we find out the 
generation method for high-resolution depth maps using the 
proposed hybrid camera system. Instead of developing a 
new depth camera with tremendous cost and strenuous 
efforts, the hybrid camera system can produce high-
resolution depth maps for the real scenes.  
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2. PROPOSED HYBIRD CAMERA SYSTEM 
 
2.1. Structure of the hybrid camera system 
 
In this paper, we focus on generating a HD depth map at the 
position of the left camera of the stereo cameras. Figure 1 
shows the main components of the proposed hybrid camera 
system. Basically, the hybrid camera system consists of HD 
stereo cameras and a SD depth camera. Every camera is 
connected to a sync generator to get synchronized image 
sequences continuously. The hybrid camera system provides 
left and right images acquired from stereo cameras and a 
color image and a depth map acquired from a depth camera 
for each frame. Figure 2 shows four different images 
produced by the hybrid camera system. 

 
Fig. 1. Proposed hybrid camera system 

 

 
Fig. 2. Input images 

 
2.2. Depth map correction 
 
Although the ideal depth range of the current depth camera 
is usually from 0.5m to 7m, the measurable distance is from 
2m to 4m in practical environments. In order to increase the 
measuring distance, we capture depth maps for foreground 
and background separately, as shown in Fig. 3(a) and Fig. 
3(b). Then, the foreground and background depth maps are 
merged into a depth map and quantized to fit the depth 
range from 0 to 255, as shown in Fig. 2(d). 

 
Fig. 3. Depth data by the depth camera 

3. DEPTH MAP ESTIMATION 
 
3.1. Generation of initial disparity using 3-D warping 
 
We regard depth information acquired from a depth camera 
as initial depth information for the left image. In order to 
match the depth information with its corresponding color 
value in the left image, we perform the camera calibration 
for the left camera and the depth camera independently. 
Equation (1) and Equation (2) is the projection matrix Ps 
and Pl of the depth camera and the left camera, respectively 

Ps=KsሾRs|tsሿ  
 

(1)

௟ܲ ൌ ௟ሿ (2)ݐ|௟ሾܴ௟ܭ

where Ks is the intrinsic parameter, Rs and ts are the 
extrinsic parameter of the depth camera. Kl is the intrinsic 
parameter,  Rl and tl are the extrinsic parameter of the left 
camera. In order to calculate the relative positions between 
the depth camera and the left camera, we move the depth 
camera to the principal point in the world coordinate by 

 R'
ori = Rs Rs

-1=I 
(3)

 t'ori=ts-ts=0 
Then, we determine the new left camera position based 

on the depth camera position with Eq. (4). We multiply the 
rotation matrix Rl of the left camera by the inverse matrix 
Rs

-1 of rotation matrix Rs of the depth camera. t’
l is the 

translational difference between tl  and ts .  

 R'
l=Rl·Rs

-1 
(4)

 t'l=tl-ts 

The 3-D warping matrix to move pixels from the SD 
depth camera to the HD left camera is run by Eq. (5) 

 pl=P'
l·Ps

-1·ps (5)

where pl = (plx, ply, 1) is the image coordinate in the left 
image corresponding to the ps, and the depth information 
D(plx, ply) of pl is followed by Eq. (6).  

Dlሺ݌୪୶, ݌୪୷ሻ=ሺݐ୪୸ – ୱ୷ሻ (6)݌ ,ୱ୶݌ୱ୸ሻ൅Dୱሺݐ

The 3-D warped depth information is used to the initial 
depth information of the left image. Figure 4 is the result of 
the initial depth map of the left camera.  

(a) Left image (b) Right image

(c) Color image (d) Depth map

(a) Foreground depth map (b) Background depth map
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Fig. 4. 3-D Warped depth map 

3.2. Stereo matching based on color segmentation 
 
A bilateral smoothing filter is applied to left and right 
images to remove noises prior to color segmentation. Then, 
we generate color segments using the graph-cut method [10]. 
Figure 5 shows the results of color segmentation. 

 
 Fig. 5. Color segmentation 

Since each segment has smooth changes of colors, we 
assume that each segment has one disparity value. In order 
to determine the initial disparity of each segment with the 3-
D warped depth information, the initial depth values are 
converted into initial disparities by Eq. (7) 

dl= ቀplx
,ply

ቁ =
Klx·B

Dl(plx
,ply

)
 (7)

where di(plx,ply) is the converted disparities from the 
position (plx, ply) of the initial depth map. We average all 
depth values included in color segment si to get the initial 
disparity d(si) for each color segment using Eq. (8)  

dሺs୧ሻ ൌ
1

nሺAሺs୧ሻሻ
෍ d୨ሺAሺs୧ሻሻ

୬ሺ୅ሺୱ౟ሻሻ

୨ୀଵ

 
(8)

 

where n(A(si )) is the number of pixels of each segment and 
dj (A(si )) is the jth disparity value in the initial depth map. 
The stereo matching algorithm based on color segmentation 
finds the corresponding color segments using the initial 
disparity value in the right image. For determining the valid 
disparity for each segment, we generate a disparity space 
distribution (DSD) [6].  

In DSD, we set the disparity with the maximum value in 
DSD. The matching function based on histograms for each 
segment is defined by Eq. (9) 

mijk(d)=max(hl-1+hl+hl+1+
λdimij

|dሺsiሻ-d|+1
) (9)

where dimij is the square root of the number of pixels in 
segment sij in the images, d(si) is the initial disparity in the 
segment and hl is the lth bin in the histogram. Matching 
function uses a color similarity by rating color intensities of 
two comparative images. 
 
3.3. Depth refinement using 3-D edge information 
 
Conventional stereo matching algorithms are especially 
useful to estimate depth information for the continuous 
region. However, they are inappropriate for discontinuous 
regions due to the disocclusion problem. Feature-based 
estimations are comparably more effective for boundary 
areas than the area-based estimations like stereo matching, 
because the matching process is based on features, such as 
corner points, edges, and lines. In this paper, we generate 
the edge segments using scale space [11] in the left and right 
images, and then make the 3-D edge segments using stereo 
matching based on the edge segments. In the step of depth 
refinement, we utilize the depth information of the 3-D edge 
segments to enhance the quality of the depth map,. 
 
4. EXPERIMENTAL RESULTS 
 
For evaluating the performance of the proposed method, we 
construct the hybrid camera system using a pair of HD 
cameras and a depth camera, ZCamTM [5]. Figure 6 shows 
the constructed hybrid camera system, and Table 1 shows its 
specification. The depth range of the depth camera was from 
164 cm to 606 cm. The resolution of the final depth map 
was 1920×1080. 

 

Fig. 6. Construction of hybrid camera system 

Table 1. Specification of hybrid camera system 

 Description 
HD Camera 

(Canon XL-H1) 
NTSC or PAL 

(16:9 ratio, High Definition)  

Depth Camera
(ZCam.TM) 

0.5 to 7.0m  

40 degrees  
NTSC or PAL 

(4:3 ratio, Standard Definition)  
Sync. 

Generator  SD/HD Video Generation  

(a) Left image (b) Segmented result
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In order to calculate error statistics with respect to the 
known ground truth data, we compute the following three 
quality measures. 
 

 BO= ෍ (|dሺsሻ-dTሺsሻ|>δd)
sאO

 (10)

 BT= ෍ (|dሺsሻ-dTሺsሻ|>δd)
sאT

 (11)

 BD= ෍ (|dሺsሻ-dTሺsሻ|>δd)
sבD

 (12)

Performance of our depth generation algorithm is 
confirmed by quality measures proposed by Scharstein and 
Szeliski based on the known ground truth data using from 
Eq. (10) to Eq. (12). BT represents performance in 
textureless regions and BD shows performance in depth 
discontinuity regions. In particular, BO presents overall 
performance of the proposed algorithm. For quantitative 
evaluation, we use the percentage of wrong pixels. Error 
percentages are computed for four different image regions. 

Figure 7 shows the 3-D scene modeling and the ground 
truth from 2-D scan data. Figure 8 shows comparison of 
result of the stereo matching method and result of the 
proposed method. Table 2 shows quantitative results for the 
proposed method. The proposed method with the hybrid 
camera system using the initial depth information shows 
better results than the stereo matching algorithm.  

 
Fig. 7. 3-D scan data 

 
Fig. 8. HD depth map 

Table 2. Performance using quantitative statistics 

BO BT BD 

Stereo matching 1.25 1.62 6.68 

Proposed 0.88 1.29 4.76 

5. CONCLUSION 
 
In this paper, we have solved two problems of previous 
depth map generation methods using the proposed hybrid 
camera system. In order to increase the accuracy and reduce 
the processing time, we have performed the stereo matching 
using the initial depth map. As a result, we have generated 
high-quality depth map with image resolution 1920×1080. 
We have checked the accuracy of the generated depth map 
in terms of percentage of wrong pixels. The proposed 
scheme has produced more accurate depth map than 
conventional algorithms. Therefore, the proposed method 
can be used in future 3-D multimedia applications. 
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