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1.  Introduction 

The depth map is currently in the spotlight as essential data for 3DTV and FTV/FTV 
with multi-view video [1]-[3]. Nevertheless, the importance of the depth map is not 
recognized as much as that of multi-view video. In order to reconstruct intermediate 
images at virtual viewpoints, we need the depth information. The multi-view video can 
be obtained from multiple cameras directly in general, while the multi-view depth map 
should be calculated from multi-view video. 

Many works have been carried out for the acquisition of 3D depth information. As one of 
the passive 3D depth sensing methods, the stereo matching method is well-known. The 
task of stereo matching is the computation of 3D data from 2D input images. Recently, 
many algorithms start to use multi-view images to obtain more accurate depth 
information, instead of stereoscopic images. 

This document proposes a method of segment-based multi-view depth map estimation 
for FTV. The whole process of depth map estimation is based on segments and we use 
the 3D warping technique. However, there are still remaining problems, such as low 
temporal correlation. 

2. Depth Map Estimation 

2.1. Image Segmentation 

In this section, we describe a segment-based depth map estimation scheme. In general, 
the segment-based approach assumes that all pixels in one segment have the same depth 
value. Therefore, the better segmentation results guarantee the higher performance of 
depth map. In this document, we employ a ‘mean shift-based image segmentation’ 
scheme [4] before depth estimation. Figure 1 shows segmented images for ‘Akko & 
Kayo’. The mean shift algorithm shows the more stable results, compared to the ‘graph-
based image segmentation’ scheme [5]. 



   
Fig. 1 Segmented Image for ‘Akko & Kayo’ (view 27) 

 

2.2. Initial Depth Map Estimation 
After an image is segmented, we conduct depth map estimation for each segment. We 
can obtain the depth value using the 3D warping technique directly. In order to estimate 
the depth image for the center view, we consider both left and right views simultaneously. 
The well-known matching functions for depth estimation are SD (squared intensity 
differences) and AD (absolute intensity differences). Since these functions are not robust 
to illumination and color changes between cameras, we use a self-adaptation 
dissimilarity measure as the matching function [6]. This function adds the mean absolute 
gradient difference term to the existing AD. It is defined by 
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where ω represents a weighting factor. In Eq. (1), the first and second terms are 
represented by 
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where M  represents the number of pixels in the segment kS  and )','( yx  represents the 
position of the warped left or right view. Figure 2 shows the initial depth map for ‘Akko 
& Kayo’ view 27. 
 
2.3. Refinement Using Belief Propagation 

The belief propagation (BP) algorithm has been applied successfully for stereo matching. 
BP is an iterative inference algorithm that propagates messages in the network [7]. While 
the conventional BP approach is a pixel-based method, we utilize a segment-based BP 
algorithm in the refinement process. As shown in Fig. 2, most erroneous depth values are 
removed and we can finally obtain the refined depth map. 



   
Fig. 2 ‘Akko & Kayo’ view 27 (left: initial depth map, right: refined depth map) 

 

3. Summary 

In this document, we described an algorithm of segment-based multi-view depth map 
estimation for FTV. Image segmentation and 3D warping techniques are used for depth 
map estimation. However, there are still remaining problems, such as low temporal 
correlation in the depth map sequence. 
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