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Abstract. An ambient user interface is a set of hidden intelligent interfaces that 
recognize user’s presence and provides services to immediate needs. There are 
several research activities on user interfaces and interactions which combining 
VR/AR, ubiquitous computing/ambient interfaces, and artificial intelligence. 
However, real-time and intelligent responses of user interfaces are still chal-
lenging problems. In this paper, we introduce the design of Context-aware Cog-
nitive Agent Architecture (CCAA) for real-time and intelligent responses of 
ambient user interfaces in ubiquitous virtual reality, and discuss possible sce-
narios for realizing ambient interfaces. CCAA applies a vertically layered two-
pass agent architecture with three layers. The three layers are AR (augmented 
reality) layer, CA (context-aware) layer, and AI layer. The two passes intercon-
nect the layers as an input or output. One of the passes of each layer is an input 
path from a lower layer or environmental sensors describing a situation. The 
other pass is an output path and deliveries a set of appropriated actions based on 
the understanding of the situation. This architecture enables users interact  
with ambient smart objects through an ambient user interface in various ways  
of intelligence by exploiting context and AI techniques. Based on the architec-
ture, several possible scenarios about recognition problems and higher level  
intelligent services for ambient interaction are suggested. 

Keywords: Ambient user interface, ubiquitous virtual reality, context-
awareness, augmented reality. 

1   Introduction 

According to the changing of computing environments, user interfaces and interaction 
ways have changed radically. Computing paradigms such as ubiquitous virtual reality, 
ambient intelligence, ubiquitous/pervasive computing are proposed in order to fulfill 
requirements for the new computing environments [1,2]. An ambient user interface is 
a set of hidden intelligent interfaces that recognize user’s presence and provides ser-
vices to immediate needs [3]. With an ambient user interface, users are allowed to 
interact with a whole environment with expecting the highly intelligent responses.  

Many researchers expect that lots of novel interfaces and interaction methods 
would be appeared by combining visualization/user interaction techniques (AR/VR), 
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context-awareness, and artificial intelligence (AI). These show that AR/VR can be 
combined with AI as ambient interfaces in ubiquitous computing environments. AI-
BAS (Adaptive Intent-Based Augmentation System) is a framework for improving 
tracking and display technology in order to minimize registration errors [4]. The idea 
is that if a system could understand purpose of augmentation, it could reduce registra-
tion error. DWARF is a framework for developing augmented reality system with a 
set of intelligence module [5]. It was designed under the assumption that AR systems 
are working in ubiquitous computing environments. ARFaçade is an AR storytelling 
system originated from Façade which is the first working storytelling system [6]. 
ubiAgent shows several AR agent applications and suggests future research directions 
in AR, AI, and ubiComp [7]. ARGardening and CAMAR (Context-Aware Mobile 
Augmented Reality) could be one of representative researches of user interfaces in 
ubiquitous virtual reality [8,9]. However, real-time and intelligent responses of user 
interfaces are still challenging problems. 

In this paper, we introduce the design of Context-aware Cognitive Agent Architec-
ture (CCAA) for real-time and intelligent responses of user interfaces, and discuss 
possible scenarios for realizing ambient interfaces. It applies a vertically layered two-
pass agent architecture with three layers [10]. The three layers are AR (augmented 
reality) layer, CA (context-aware) layer, and AI layer. The three layers are classified 
according to their processing complexity. While higher layers are doing their process-
ing, AR layer produces output in real-time. A higher layer makes up for the weak 
points of a lower layer. For example, CA layer could give a processing result for  
improving recognition performance in AR layer.  

This architecture enables users interact with ambient smart objects through an am-
bient user interface in various ways of intelligence by exploiting context and AI tech-
niques. It is designed to guarantee real-time and intelligent responses of the ambient 
interfaces. Based on the architecture, several possible scenarios about recognition 
problems and higher level intelligent services for ambient interaction are suggested.  

This paper is organized as followings. In Section 2, we briefly introduce back-
ground about ambient user interfaces in ubiquitous virtual reality. Context-aware 
Cognitive Agent Architecture is presented in Section 3, and problems in ambient 
interfaces and possible scenario is in Section 4. Conclusion and future works are  
discussed in Section 5.  

2   Ambient User Interfaces in Ubiquitous Virtual Reality 

Ubiquitous Virtual Reality (Ubiquitous VR) has been researched in order to apply the 
concept of virtual reality and its technology into ubiquitous computing environments 
[1,2]. The idea comes that the limitations of virtual reality could be improved through 
the new computing paradigm, on the other hands, the problems when we realize ubiq-
uitous computing (ubiComp) or ambient intelligence (AmI) could be solved by con-
ventional virtual reality technology. Kim et al. discussed how VR and ubiComp help 
each other to overcome the limitations [11]. VR is still far from users in Real world 
and it has no killer applications in our daily lives. UbiComp is novel paradigm and 
many technical problems are raised currently such as user interfaces, context-
awareness with artificial intelligence, collaborative networking, resource sharing, and 
others. Those problems has been researched and discussed in VR research field. 
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Lee et al. presented three key characteristics of Ubiquitous VR based on reality, con-
text, and human activity [2]. Reality-virtuality continuum was introduced by Milgram. 
According to Milgram’s idea, real world is ‘any environment consisting solely of real 
objects, and includes whatever might be observed when viewing a real-world scene ei-
ther directly in person’ [12]. Context is defined as ‘any information that can be used to 
characterize the situation of an entity, where an entity can be a person, place, or physical 
or computational object’ [13]. Context can be represented as static-dynamic continuum. 
We call static context if it describes information such as user profile. On the other hand, 
if it describes wisdom obtained by intelligent analysis, it is called dynamic context. Hu-
man activity could be classified into personal, group, community and social activity. It 
can be represented a personal-social continuum. Ubiquitous VR supports human  
social connections with highest-level user context (wisdom) in mixed reality. Hence, 
Ubiquitous VR was described as socially wise mediated reality.  

An ambient user interface is a set of hidden intelligent interfaces that recognize 
user’s presence and provide services to their immediate needs [3]. It assumes that 
things necessary for daily life embed micro processors, and they are connected over 
wired/wireless network. It also assumes that user interfaces control environmental 
conditions and support user interaction in a natural and personal way. Hence, an  
ambient user interface is a user interface technology which supports natural and  
personalized interaction with a set of hidden intelligent interfaces.  

An ambient user interface in Ubiquitous VR has different features from other user 
interfaces. It has to cover real and virtual space (mixed reality). Hidden intelligent 
interfaces are not easy for human to be aware of their existences. Augmented reality 
technology could help solve this problem [9]. It should have not only simple in-
put/output functions, but it should also support more abstract levels of computation 
and representation. Thus on the highest level of abstraction, the ambient user interface 
could understand user-centric contexts so as to show intelligent responses [14]. Am-
bient user interfaces in Ubiquitous VR should help users adapt the application to  
their personal needs intuitively and personalized way without interrupting their  
tasks. Without considering a user's situation, applications always provide the same 
interfaces to all users.  

3   Context-Aware Cognitive Agent Architecture for Ambient User 
Interfaces in Ubiquitous Virtual Reality 

3.1   Requirements 

In order to develop an ambient user interface in Ubiquitous VR, we need to combine 
augmented reality user interfaces, context-aware middleware, and artificial intelligence 
technology. The followings are requirements.  

1. Processing Time 

─ It is necessary that augmented reality user interfaces should display its  
contents and allow user interaction in real time. It requires at least 30 f/s.  

─ It requires at least one second for acquiring, integrating, and processing  
context [18]. 

─ AI algorithm requires enough time for reasoning and planning.  
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2. Complementary cooperation 

─  It requires context-awareness to enhance augmented reality user interface 
and its contents. 

─ It requires artificial intelligence technology for effective and accurate  
context-awareness. 

─ It requires user profile for providing personalized services. 

3.2   Context-Aware Cognitive Agent Architecture for Ambient User Interfaces  

Cognitive Agent Architecture for virtual and smart environment was proposed for 
realizing seamless interaction in ubiquitous virtual reality [10]. It is a cognitively 
motivated vertically layered two-pass agent architecture for realizing responsiveness, 
reactivity, and pro-activeness of smart objects, smart environments, virtual characters, 
and virtual place controllers. Direct responsiveness is bounded to time frame of visual 
continuity (about 40 msec). Immediate reaction is requested from user’s command 
and it could take more than 40msec, with a second. Pro-activity is schedule events 
and it could take any amount of time, five sec, a min., or a day.  

Two main types of tasks have to be handled in cognitive agent architecture. Con-
text integration is the task of deriving aggregated and abstracted information about a 
situation from sets of singular data, particularly, sensory data and facts. Context  
management is the task of invoking services/actions appropriate in a context with 
appropriate contextual information.  

Context-aware Cognitive Agent Architecture (CCAA) is designed for real-time and 
intelligent responses of ambient user interfaces based on context-aware agent archi-
tecture in Ubiquitous VR. The three layers are AR (augmented reality) layer, CA 
(context-aware) layer, and AI layer. This architecture enables ambient smart objects 
to interact with users in various ways of intelligence by exploiting context and AI 
techniques.  

 

Fig. 1. Context-aware cognitive agent architecture for ambient user interfaces in ubiquitous 
virtual reality 
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AR (augmented reality) layer is composed of several embedded sensors such as 
camera, light emission sensors, and temperature sensors, and libraries for augmenta-
tion such as graphic rendering, tracking, and physical simulation module as shown in 
figure 1. It is similar to conventional augmentation reality applications. CA (context-
aware) layer is applied to unified context-aware application model (UCAM) [15]. It is 
a representative context-aware middleware in Ubiquitous VR. Context integrator 
gathers data and information form embedded sensors and environment through net-
work. Context manager process those information and provide AR layer with final 
context. AI layer is in charge of planning and reasoning.  

The CCAA is designed to guarantee real-time and intelligent responses of the am-
bient interfaces. The three layers are classified according to their processing complex-
ity. Its two passes interconnect the layers as an input or output. One of the passes of 
each layer is an input path from a lower layer or environmental sensors describing a 
situation. The other pass is an output path and deliveries a set of appropriated actions 
based on the understanding of the situation. While higher layers are doing their proc-
essing, AR layer produces output in every 40 msec. A higher layer makes up for the 
weak points of a lower layer. For example, CA layer could give a processing result for 
improving recognition performance in AR layer.  

4   Possible Application Scenarios 

Based on the CCAA, several possible scenarios about recognition problems and 
higher level intelligent services for ambient user interfaces and user interaction are 
described here. 

4.1   Recognition of the Large Number of Patterns 

As a possible scenario, CCAA can apply to recognize large number of patterns with 
natural feature tracking algorithm. Let’s assume that we need to recognize the thou-
sands of patterns of Digilog Book [8,16] with natural feature tracking algorithm. It 
means the patterns follows dictionary order. We must face a problem that natural 
feature tracking algorithm is hard to match current observed pattern with the thou-
sands of patterns in a database. One possible solution is that if we know exact pattern 
number or possible set of patterns, it might be easier and faster.  

Before the first layer detects patterns in a page, the CA layer could find out exact 
page number of the pattern or possible set of pages from user’s reading history. The 
page layout of Digilog Book can be a clue to find out the exact page number. If we 
can read the page number at the bottom or top of a page directly, it reduces computa-
tional complexity dramatically. On other way, if we know current page, then we can 
expect that the next pattern will be in the previous or next page. It could not happen 
that the next pattern is the next several pages.  

4.2   Recognition of the Same Pattern with Different Meaning 

CCAA can apply to reducing search spaces for recognizing objects of ambient inter-
faces. Let’s assume that a mobile device with a camera needs to recognize a specific 
appliance with company logo to find out its name in a smart home [17]. In a smart 
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home, there are lots of appliances and some of them could be products from the same 
company with the same logo. In this case, it is a difficult problem to distinguish  
different appliances with the same logo.  

CCAA can give the solution of logo recognition problem. When the first layer 
detects company logo, it finds several possible candidates from appliances in the 
room. The second layer of CCAA acquires preliminary context from smart sensors 
and detects or predicts user’s position and orientation from user’s behavior pattern. 
The result goes back to the first layer and it helps the first layer get a correct  
appliance. 

4.3   Animated Characters in Ubiquitous Vr 

CCAA can apply to animated AR characters which are able to perceive environmental 
conditions and to select behavior autonomously. Let’s assume that we need dancing AR 
robot in our ambient user interface. We expect that it listens to current music in a room 
and finds a path to avoid obstacles while dancing in real time. AR Layer performs super-
impose a robot character on real world. It puts the robot at a proper position by analyzing 
coordinates system from video images, and it play animation sequences using animation 
libraries. The second layer, CA layer, receives music signal from a microphone and ana-
lyzes the signal to get the tempo of music. Then it selects a proper animation sequence 
according to music. The third layer performs planning process based on robot’s personal-
ity and goal. The results could be translated into values about personality or emotional 
statues and it could influence the behavior selection mechanism of the dancing robot. 
Hence the AR robot in an ambient user interface dances according to music tempo and its 
personality. Figure 2 illustrates how the dancing robot shows intelligent responses being 
aware of context in real time. 

 

Fig. 2. Dancing robot scenario with CCAA 
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5   Conclusion and Future Works 

In this paper, we introduced our design of Context-aware Cognitive Agent Architec-
ture and discussed possible scenarios for realizing ambient user interfaces in ubiqui-
tous virtual reality. An ambient user interface in ubiquitous virtual reality has to  
visualize hidden interfaces in environment and to be aware of a user’s and environ-
ment context. It also has to process high-level intelligent responses. With the possible 
scenario, we expect that the context-aware cognitive agent architecture will be applied 
to ambient user interfaces in future computing environments. For the future works,  
we have plans to realize this architecture with concrete techniques and application 
scenarios in ubiquitous virtual reality.  

References 

1. Lee, Y., Oh, S., Shin, C., Woo, W.: Recent Trends in Ubiquitous Virtual Reality. In: Inter-
national Symposium on Ubiquitous Virtual Reality, pp. 33–36 (2008) 

2. Lee, Y., Oh, S., Shin, C., Woo, W.: Ubiquitous Virtual Reality and Its Key Dimension. In: 
International Workshop on Ubiquitous Virtual Reality, pp. 5–8 (2009) 

3. Horvath, J.: Telepolis, Making Friends with Big Brother,  
http://www.heise.de/tp/r4/artikel/12/12112/1.html 

4. MacIntyre, B., Coelho, E., Julier, S.: Estimating and Adapting to Registration Errors in 
Augmented Reality Systems. In: IEEE Virtual Reality 2002, Orlando, Florida, March 24-
28, pp. 73–80 (2002) 

5. MacWilliams, A., Sandor, C., Wagner, M., Bauer, M., Klinker, G., Bruegge, B.: Herding 
Sheep: Live System Development for Distributed Augmented Reality. In: 2nd IEEE/ACM 
international Symposium on Mixed and Augmented Reality, October 07-10, 2003, p. 123. 
IEEE Computer Society, Washington (2003) 

6. Dow, S., Mehta, M., Lausier, A., MacIntyre, B., Mateas, M.: Initial lessons from AR Fa-
çade, an interactive augmented reality drama. In: ACM SIGCHI international conference 
on Advances in computer entertainment technology, June 14-16 (2006) 

7. Barakonyi, I., Psik, T., Schmalstieg, D.: Agents That Talk And Hit Back: Animated 
Agents in Augmented Reality. In: ISMAR, pp. 141–150 (2004) 

8. Oh, S., Woo, W.: ARGarden: Augmented Edutainment System with a Learning Compan-
ion. In: Pan, Z., Cheok, D.A.D., Müller, W., El Rhalibi, A. (eds.) Transactions on Edu-
tainment I. LNCS, vol. 5080, pp. 40–50. Springer, Heidelberg (2008) 

9. Oh, S., Woo, W.: CAMAR: Context-aware Mobile Augmented Reality in Smart Space. In: 
International Workshop on Ubiquiotus Virtual Reality, pp. 48–51 (2009) 

10. Lee, Y., Schmidtke, H., Woo, W.: Realizing Seamless Interaction: a Cognitive Agent Ar-
chitecture for Virtual and Smart Environments. In: International Symposium on Ubiqui-
tous Virtual Reality, pp. 5–6 (2007) 

11. Kim, S., Lee, Y., Woo, W.: How to Realize Ubiquitous VR? In: Pervasive:TSI Workshop, 
pp. 493–504 (2006) 

12. Milgram, P., Kishino, F.: A Taxonomy of Mixed Reality Visual Displays. IEICE Transac-
tions on Information Systems E77-D(1994) 

13. Abowd, G.D., Dey, A.K., Brown, P.J., Davies, N., Smith, M., Steggles, P.: Towards a Bet-
ter Understanding of Context and Context-Awareness. In: Gellersen, H.-W. (ed.) HUC 
1999. LNCS, vol. 1707, pp. 304–307. Springer, Heidelberg (1999) 



 Context-Aware Cognitive Agent Architecture for Ambient User Interfaces 463 

14. Jang, S., Woo, W.: Unified context representing user-centric context: Who, where, when, 
what, how and why. In: International Workshop on ubiPCMM 2005, CEUR Workshop 
Proceedings, pp. 26–34 (2005) 

15. Oh, Y., Woo, W.: A unified Application Service Model for ubiHome by Exploiting Intel-
ligent Context-Awareness. In: Murakami, H., Nakashima, H., Tokuda, H., Yasumura, M. 
(eds.) UCS 2004. LNCS, vol. 3598, pp. 192–202. Springer, Heidelberg (2005) 

16. Lee, Y., Ha, T., Lee, H., Kim, K., Woo, W.: Digilog Book: Convergence of Analog Book 
and Digital Content. KIPS 14, 186–189 (2007) 

17. Yoon, H., Woo, W.: Design and implementation of a universal appliance controller based 
on selective interaction modes. IEEE Transactions on Consumer Electronics 54, 1722–
1729 (2008) 

18. Oh, Y., Schmidt, A., Woo, W.: Designing, Developing, and Evaluating Context-Aware 
Systems. In: MUE 2007, pp. 1158–1163. IEEE Computer Society, Los Alamitos (2007) 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Photoshop 4 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


