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a b s t r a c t

In developing new personal electronic products, the development time has shortened to a few months
due to high competition in the market. Now it has become very hard to meet the time to market by
evaluating products bymaking physical prototypes. To overcome this problem, we propose an immersive
modeling system (IMMS) that enables us to interactwith a digital productmodel in the augmented virtual
environment using a multi-modal interface. The IMMS allows the user to evaluate the product model
realistically using visual, auditory, and tactile/force senses. The architecture and main modules of the
system are described in detail. The integration problems encountered during the development of the test
bed are discussed. Application examples to personal electronic products are also included.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

In the electronics industry, due to the advance of communica-
tion technology and miniaturization of component parts, various
kinds of personal electronic products are being developed such
as mobile phones, MP3 players, and personal data assistants, to
name a few. While the types of them is increasing, their develop-
ment time becomes shorter as the needs of customers are diver-
sified. For example, a mobile phone manufacturer has to develop
hundreds of different models every year to satisfy the customers
but only a small percentage of the models survive in the market.
Furthermore, the manufacturer often has to present its new mod-
els to customers on the other side of the globe. As such it becomes
harder and harder to meet the time to market by making physi-
cal prototypes of a new product model. In order to overcome this
problem, we need to develop a digital product model that can be
evaluated and tested like the real physical counterpart.
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In an effort to dealwith such a problem, virtual prototyping sys-
tems have been developed to test many features of a new product
such as form, fit, and function requirements [1,2]. These systems
usually use CAD models and could resolve some unforeseen prob-
lems that are only revealed after the physical prototypes are de-
veloped. But their roles are mainly limited to visual inspection of
parts and interference checking between the component parts.
Another attempt started at the beginning of the 1990s to use

virtual reality based techniques to enhance the product develop-
ment process [3–7]. Some of these systems use a head-mounted
display to get a stereoscopic view of a product model. While they
give a three dimensional view of the product, the resolution of the
display needs to be set low for real-time computation. Other sys-
tems use a haptic device to get force feedback or a touch feeling
of the product model. These systems are designed to provide more
realism for the users in viewing and handling the productmodel by
providing a touch feeling. The use of the haptic device also requires
a lighter product model to achieve real-time interaction. Further-
more,most of these systems are designed to focus on onemodality,
and do not provide multi-modal interactions.
In this paper, an immersive modeling system to provide multi-

modal interaction for personal electronic products is described.
The immersive modeling system (IMMS) aims to achieve a real-
istic interaction with a product model using multi-modal senses
that include visual, auditory and touch senses. As the number of
modalities increases, it is expected that more realistic interactions
with the product model will be provided although they increase
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the computational load and cause more complications in the in-
tegration task. Among the five senses, the visual sense plays the
most important role during interaction since it recognizes the ap-
pearance of the product, menus, and many other video data. The
auditory sense is also important since most personal electronic
products use music, speech, and various sound effects. Finally, the
tactile sense greatly enhances the realism by providing a touch
feeling of the product such as pressing different types of buttons
and slides, and touching of surface textures. In this immersive
modeling system, the senses of taste and smell are not included
since they do not contribute to the realism of the personal elec-
tronic products.
The immersivemodeling system is designed to be a generic sys-

tem so that it can operate on different personal electronic products
if the CAD models are prepared and their functions are defined by
the HMI (Human Machine Interaction) modules which can simu-
late all possible functions and menus of the given product. In this
study, we demonstrate the operations of three different personal
electronic products (MP3 player, game phone, and PMP (Portable
Media Player)) using the proposed system. In the immersive mod-
eling system, we can see the 3D product model, hear the sounds
andmusic, and touch and press the buttons of the product; we can
do all these things in one platform. The system is also portable in
that it does not require big pieces of hardware and heavy comput-
ing power. Using this system it is possible for a remote customer to
evaluate a new product model by interacting with it in an immer-
sive environment.
The rest of the paper is organized as follows. Previous work re-

lated to immersive modeling is reviewed in Section 2. In Section 3,
the architecture of the proposed immersive modeling system is
described. Section 4 describes the major components of the im-
mersive modeling system that include visual, touch, auditory, and
functional realism. Section 5 describes the example operations of
the system and also discusses major integration issues encoun-
tered during integration. Finally, in Section 6 the paper is con-
cluded with some discussions on future work.

2. Related work

People have been looking for a more intuitive, efficient and
easy-to-use human–computer interaction, which leads to a grow-
ing interest in multi-modal interface technology [8,9]. Especially,
for the development of new products, the multi-modal interface
technology has been expected to provide innovativemethods com-
pared to traditional ones. Many researchers have attempted to use
the technology for a wide range of product development processes
such as in conceptual design [4], geometricmodeling design [5], as-
sembly planning [1,3,6] andmanufacturing process simulation [7].
Immersive systems usually require installation of large-scale

hardware systems such as CAVE [10] and Powerwall [11] for appli-
cations in the automotive and aerospace industries and for dealing
with virtual heritages. These systems allow one or more users to
perceive stereoscopic images with depth using mechanisms like
shutters or polarized glasses for separating left-eye and right-eye
channels. They give excellent immersion to the users and also al-
low them to do collaborativework. But they are installed at VR cen-
ters or showrooms of big companies or institutes due to high cost,
high level of complexity and large installation space.

2.1. Related systems

While there exist numerousmulti-modal systems for newprod-
uct design and development, relatively little work has been done
to integrate different modalities into a single platform due to the
complexities and difficulties of integration. In this section, we re-
view previous systems that have used multi-modality for product
design and development.

The Mini-VR [12] developed at the Virtual Reality Center of
Barcelona in Spain presents a small semi-immersive interaction
system by using a movable stereoscopic projection screen and a
tracking system. It captures the movement of the screen with re-
spect to virtual objects. The system is portable and is designed to
allow collaborative work. It is designed to perform interactive in-
spection of 3D models. The system gives some level of immersion,
but only provides very simple interactions with virtual objects.
The Co-star [3] system developed at Scottish Manufacturing In-

stitute, Heriot-Watt University in UK uses an HMD (HeadMounted
Display), a body motion tracking device and a hand-gesture con-
trolled interface. The cable harnesses can be designed using a di-
rect 3D user interaction with a product model. This system gives
good immersion and is also portable. The system, however, lacks
the support for collaborative operation. For example, the use of the
HMD in the system does not allow other members of the group to
see each other, which causes difficulty in performing collaborative
operations.
The PI-casso [13] was developed at the Fraunhofer Institute

in Germany as a part of the VIEW of the Future project funded
by the European Commission. It is a compact immersive system
which can be used on a classic desktop workspace. It is portable
and ergonomically designed, and can be built at a relatively low
cost. It uses a stereoscopic display using a single projection screen,
an optical tracking system, polarized glasses, and new interaction
metaphors called ‘Dragonfly’ and ‘Bug’. The interaction devices,
however, only include the visual sense and do not support multi-
modal senses. They use many reflection balls to locate the position
and orientation of interaction devices but they make the system
cumbersome and cause some discomfort.
The VE-VIEW [14] developed at VTT Technical Research Center

of Finland is also a part of the VIEW of the Future project. It is a
modular and scalable system that can be used for both desktop
and projector-based systems. It uses a stereoscopic display, and
multimodal interaction interfaces that include data gloves, speech
input, head and hand tracking, audio feedback and physically-
based real-time simulation. The system is intended to test
assembly sequence training for astronauts. It requires the users to
learn a pre-defined complex gesture language to use the dataglove.
The LUCID [4] developed at The University of Warwick in UK

provides the user with a new interaction paradigm that handles
visual, auditory and tactile sensorial channels. The system allows
the user to create, view, touch,manipulate and listen to CAD digital
models. It offers natural and intuitive interactions between the
designer and the CAD system, thus enabling a rapid and more
straightforward approach to creation and evaluation of conceptual
design. The system is desktop-based and is also portable. However,
the system is semi-immersive at the moment.
As reviewed above, each multi-modal interface system has its
own strengths and limitations. The number of sensorialmodalities,
the level of integration between different modalities, the size and
the portability are different from system to system. As shown
in Table 1, the multi-modal interface systems can take various
forms, which usually heavily depend on applications. The symbol
‘‘×’’ in Table 1 denotes the features possessed by each system
in terms of visual interface, auditory interface, haptic interface,
functional simulation, tangible object for interaction, portability
and collaborative work.
Our proposed system, the IMMS, supports a multi-modal inter-

face that includes visual, auditory, and tactile senses. In our system,
the multiple modalities are integrated into a single platform that
is also portable. It is designed to be used by designers or distant
customers to evaluate different types of new personal electronic
product on a single platform. Especially, a tangible object is used to
perform interaction between the user and the product model [15].
It enhances the immersion by providing tactile and weight senses
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Table 1
Comparison between multi-modal interface systems.

System Modality Functional
simulation

Tangible object
for interaction

Portability Collaborative
work

Visual interface Auditory
interface

Haptic interface

Stereoscopic Visual
immersion

Image
quality

2D
sound

3D
sound

Force
feedback

Tactile Dataglove

MiniVR × × × ×

Costar × × × ×

PI-casso × × × × × ×

VE-VIEW × × × × × × × ×

LUCID × × × × ×

IMMS × × × × × × × × × ×

of the product model when the 3D image of the model is overlaid
on it. Since the tangible object is designed with generic features,
many different types of personal electronic product can be success-
fully simulated in the IMMS.

3. The overall architecture of immersive modeling system

The IMMS consists of several hardware components and soft-
ware modules as shown in Fig. 1. There are several important
issues to be considered when it is developed. The hardware com-
ponents are carefully selected based on their performance charac-
teristics, ease of integration and flexibility for future enhancement.
Each softwaremodule is also developed by using amodular design
concept and taking performance optimization into consideration.
In the design and development of hardware components and soft-
ware modules that are integrated into a single platform, we aim
to achieve truly immersive real-time interaction with a product
model, that is natural, intuitive and easy-to-use.
Software modules of multi-modal interface systems usually

consist of many different toolkits and software libraries. The soft-
ware modules of the IMMS are no exception in that respect. The
IMMS has been developed using freeware including CHAI 3D [16],
an open haptic tool kit, ARToolKit [17], a software library for build-
ing Augmented Reality (AR) applications, and Open source Graph-
ics Language (OpenGL) application programming interface (API).
We also use modules developed by ourselves for visual realism,
auditory realism, force feedback and tactile realism, and functional
realism. Each module has been developed under the Microsoft Vi-
sual Studio.NET 2003 environment. In this research, we aim to in-
tegrate three major sensory modalities seamlessly.
The visual realism module provides the user with stereoscopic

visualization of 3D CAD product models. It allows the user to
manipulate, test and evaluate them. A stereoscopic display is then
used to provide the user with a more realistic 3D visualization. We
use an ARvision-3D HMD [18] (video see through) that gives ‘left’
and ‘right’ eye views, from which the user can see a stereoscopic
image of the 3D model. The ARToolKit, a software library for
building augmented reality applications, Open source Graphics
Language (OpenGL) application programming interface (API) and
OpenCV [19] are used for a stereoscopic display interface.
The force and tactile module increases the realism by providing

the users with a more natural and intuitive interface using the
touch sense. Moreover, it adds more realism especially when it
is synchronized with the visual and auditory senses. Any haptic
device can be used to implement a haptic interface with the 3D
model. The Omni model from SensAble Technologies Inc. is used
since it is portable and can be easily integratedwith othermodules.
In the IMMS, we use an open source haptic toolkit, the CHAI 3D
SDK, to implement the haptic interface with the 3D model. Force
and tactile realism for personal electronic products is presented
to the user with kinesthetic feedback (force, motion) and tactile
display (cutaneous touch). The kinesthetic feedback enables the

user to have a perception of object shape, buttoning effects, and
mechanical properties and the tactile display expresses vibration.
The auditory realismmodule plays an important role in increas-

ing the immersion by complementing the visual and tactile re-
alism. The auditory sense can be processed in parallel with the
visual and touch senses. In this study, the auditory sense for in-
teracting with personal electronic products is represented by the
control and spatial sounds. The control sound enhances the audi-
tory realism by generating sounds when the user interacts with
the 3D model when pressing a button on the model. The spatial
sound adds more realism to the user by enhancing the user’s per-
ception to the position of sound sources. The effect of interaction
with the sound source is achieved by using audio processing tech-
niques such as head-related transfer function (HRTF) [20], crosstalk
cancelation [20], and room reverberation [21].
The functional realismmodule enables the user to test and eval-

uate all the functions of the product model. Functional realism
is implemented by the human machine interaction (HMI) model
[22–24] which can represent the functional behavior of a personal
electronic product. The HMI functional model is an information
model that represents the functional behavior of a product while
the user interacts with it. The functional behavior is acquired by
using a finite state machine that can represent the transitions be-
tween the states of the product.

4. Design of the multi-modal interface

Conventional AR methods mainly focus on visual feedback.
However, the addition of touch and auditory senses can give bet-
ter immersion. In this study, we use multi-sensory feedback that
includes visual, auditory and tactile senses to enhance immersion.
The user wearing a 3D HMD on his head interacts with a virtual
object by grasping and manipulating a tangible object. The tan-
gible object is a mock-up model of a product with multiple fidu-
cial markers attached on it to provide 3D information. A 3D model
is overlaid on the whole area of the tangible object excluding the
hand area, and vibro-tactile feedback and sound feedback are pro-
vided to the user based on various events occurring during opera-
tions.

4.1. Visual realism

Visual realism allows the user to be immersed in the product
model through the visual sense. Visual realism for personal elec-
tronic products is achieved by an immersive stereoscopic display
of the model using an HMD.

4.1.1. Generation of a 3D geometric model
A 3D geometric model of a product must be generated before

adding more visual realism on the product model. We can gener-
ate the 3D geometric model of the product by sampling the surface
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Fig. 1. The overview of the immersive modeling system: (a) Visual realism, (b) Force tactile realism, (c) Auditory realism, (d) Functional realism, (e) IMMS.

data of the mock up model. The recent technological advances in
acquisition systems enable us to acquire both geometry and color
of the givenmodel as 3D clouds of points with high density and ac-
curacy [25]. We acquire 3D geometry data from the real object us-
ing a commercial 3D scanner, the OptoScan from Breukmann [26].
A post processing step is then required to filter the noise from

the clouds of points that represent different views of the object
and to merge them. Once they have reached the required degree
of quality, the surface reconstruction of the product model is
performed. In our study, we reconstruct the model using mesh-
based representations since they are better suited for immersive
modeling due to their simplicity and efficiency in rendering speed
and quality.
The QEM [27] (Quadric Error Metrics), a mesh simplification

method, is used to maintain a high level of geometric detail while
reducing the mesh size greatly.

4.1.2. 3D visualization using augmented reality
In the conventional desktop-based product design environ-

ment, users view a virtual object through a monitor in a fixed po-
sition. In such a situation, the view space is in the monitor and the
interaction space is constructed through the mouse or the key-
board on the table. This can cause an unnatural interaction be-
cause each space is not coordinated. But in an AR [15,28,29] based
product design environment, viewpoints between the virtual ob-
ject and user interaction are integrated, so that the user wearing
an HMD can directly touch or observe the virtual model by using
their hands. This allowsmore intuitive and immersive interactions.
However, several problems exist in applying AR technology

to the product design. First, an augmented virtual object usually
has no physical entity so that we cannot touch it, which reduces
immersion. In our proposed system, the user can interact with the
virtual object which is overlaid on a tangible object. By registering
the nonphysical virtual object with the physical tangible object on
a corresponding scale, a significant immersion can be achieved.
The virtual object now has a physical entity, thus reducing the
gap between the virtual and the real environments. In our study,
a tangible object is designed and interaction methodologies are
developed. Basically, multiple markers are attached to the tangible
object so that the virtual object can be augmented when one of the
markers is detected. It is often unavoidable for the markers to be

obstructed by the hands when the user grasps the tangible object.
The tangible object is designed as shown in Fig. 2(a); it can simulate
many different handheld personal electronic products that have a
folder-type structure such as a game phone.
Another annoying problem occurs when the virtual object oc-

cludes users’ hands. Such an occlusion effect by computer graph-
ics objects causes visually awkward images and thereby reduces
the level of immersion. Our method reduces the occlusion phe-
nomenon by using hand segmentation. In addition, the segmen-
tationmethodworks well under changing lighting conditions. As a
result, the proposedmethod provides better immersion to the user
when he/she interacts with the virtual object.
The proposed hand segmentation works as shown in Fig. 3. At

first, we reduce the processing time by processing only the hand
area on the tangible object instead of processing an entire image.
To process locally, the 3D outer points of the tangible object are
projected to a 2D image, and then the convex hull points are ex-
tracted [30]. Using these points, contours (upper surface, bottom
surface) are extracted and skin-regions are segmented. Then, we
apply the statistical approach to segment the hand from the area
of the tangible object. The hue and saturation components of the
HSV color space are used to minimize the lighting effects. Through
‘‘Kernel Density Estimation’’ using ‘‘ParzenWindows’’ [31], we can
estimate an unobservable underlying probability density function
based on the observed data. The first peak of the distributions can
be easily found in the histogram, being the bin with the largest
value. The second peak is then detected by multiplying the his-
togramvalues by the square of the distance from the first peak. This
is the peak that is not close to the maximum. The valley between
the distributions is obtained from the minimum histogram value
between the two peaks [32]. From this data, threshold values are
chosen and segmentation is executed. Finally, the extracted hand
objects are overlaid again on the augmented virtual object. In order
to achieve this, a processor is added to the graphic pipeline. If pixels
in the silhouette image exist, corresponding input pixels are over-
laid on the augmented virtual object again. As a result, users in-
teracting with augmented virtual objects by hand will experience
better immersion and more natural images.
A survey of the usability test was done using visitors who par-

ticipated in the next generation computer industry exhibition, KIN-
TEX (Korea International Exhibition Center), Korea, on Nov, 2006.
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Fig. 2. (a) A folder-type tangible object. (b) Registration of a virtual object to the tangible object with corresponding scale.

Fig. 3. Proposed hand segmentation process.

The number of subjects was 45, and the gender ratio of male-to-
female was 40:60, respectively. The age ratio of 10/20/30/40 age
groups was 12:76:4:8, respectively and most of the subjects were
in their twenties. 38% of subjects had heard about the AR/MR re-
search area or experienced relevant systems. Excepting one item
about priority, each survey item was evaluated at 5 levels, 1 be-
ing the lowest value and 5 the highest value. (1: not very immer-
sive/easy, 2: not immersive/easy, 3: normal, 4: immersive/easy, 5:
very immersive/easy).
The questionnaire was about the degree of immersion with re-

spect to a reduction of the hand occlusion effect. The experienced
subjects who had heard about new research into AR or had used it
scored on average 4.29 points. The inexperienced subjects scored
on average 3.83. Both the experienced and inexperienced subjects
showed positive responses about the hands being shown for more
immersion. According to experiments, the additional image pro-
cessing for hand segmentation results in a bit slower rendering of
AR contents. Note however that the advantages of the proposed
method using hand segmentation outweigh the increased compu-
tational cost and resulting slower rendering. Also to explain the dif-
ferent responses of the experienced and inexperienced subjects, it
appears that most experienced subjects were already interested in
visual effects and fully understood the problem of the hand occlu-
sion effect.

4.2. Force feedback and tactile realism

Haptic sensation can be roughly classified into two modalities:
kinesthetic feedback (force, motion) and tactile display (cutaneous

touch). The kinesthetic feedback encompasses the perception of
large scale details as object shape and mechanical properties [33].
This is achieved by feedback from the muscular and skeletal sys-
tem. The tactile perception is through themechanoreceptive nerve
ending in the skin. It is primarily a means of relaying information
regarding small scale details that cause skin stretch, compression
and vibration. With graphic visualization and auditory informa-
tion, haptic interaction helps to have deeper recognition of the ob-
ject, and enhances the sense of immersion.
For immersive interaction with a personal electronic product

model, we provide models of haptic material properties (stiffness
and friction) to represent the surface feeling of the 3D model and
the haptic widgets (button, slider and joypad) that are commonly
used in general electrical appliances as shown in Fig. 4. The place-
ment of haptic widgets is accomplished by low level programming
and no interactive or scripting input is available.
The stiffness is the resistance of an elastic body to deflection by

an applied force. Once a haptic probe makes contact with the sur-
face of a 3D model, a contact response force is calculated by the
spring model with a stiffness using Hooke’s equation. The surface
stiffness coefficient is assigned to each surface of the personal elec-
tronic product. The friction can be roughly divided into two cate-
gories: static and dynamic friction. The static friction, also called
starting friction, is the friction between two objects that are in con-
tact but are not moving. On the other hand, the dynamic friction
is the resistance to relative movement of two bodies that are al-
ready in motion. When the user touches the body of the personal
electronic product or moves while contacting the surface of the
body, the user can feel the friction force. The friction is simulated by
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Fig. 4. The haptic widgets in a personal electronic product.

adding a lateral force to themovement of the haptic probe. Fig. 5(a)
shows a force profile of friction with respect to the user’s con-
tactmovement. Effective forces in CHAI3D represent haptic surface
properties such as stiffness, static friction, and dynamic friction.
These coefficients are modeled for each part of the personal elec-
tronic model and applied to the user when the contact response
force is computed.
In order to model the mechanical functions of the haptic wid-

gets, we use dynamic property models that can effectively display
the dynamic motion and force characteristics of each haptic wid-
get. The dynamic property models are implemented as a haptic
module in CHAI3D by creating dynamic mesh structures and sur-
face property structures. The dynamic mesh structure represents
the characteristics of mechanical dynamic motion of the 3D hap-
tic widgets. It simulates the motion of push buttons, a slider, and a
joypad haptically as well as graphically. The haptic module simu-
lates various push button effects on the personal electronic prod-
uct. In this study, we use a basic push button whose force profile
consists of three stages as shown in Fig. 5(b): an initial springy re-
gion where the force increases linearly with displacement; a mid
region of a sudden decrease in resistive force and transition to a
dead band where the resistive force is constant; a final hard stop
region where the force approximates the hard surface. When no
force is applied, the button returns to its initial position. The pa-
rameters of the spring coefficients, the button’s traveling distances,
and the dead band force can determine the dynamic properties of
a specific mechanical button.
A slider is usually used for selecting one of the functions in an

electronic product. The slider has a number of notches that rep-
resents the slider’s fixed position along its travel axes as shown
in Fig. 6(a). It can therefore be modeled with the force profile ac-
cording to the notch region and position. Fig. 6(a) shows the force
magnitude versus a slider position with notches in the travel axis.
Each notch is evenly spaced along the entire travel of the slider.

The force increases linearly in the center of the notch region and
then it decreases linearly to the next notch shown in Fig. 6(a). As
a result, the user can locate the slider notch by notch and feel the
interaction force of the slider. When no force is applied, the slider
returns to the center notch.
We have also developed a haptic joypad model that is usually

used to scroll and navigate user interface menus. The joypad can
be modeled based on the haptic button force model in the mov-
ing direction. The joypadmovement represented in Fig. 6(b) corre-
sponds to upward, downward, left, and right directions. Typically,
the joypad rotates about two axes in response to the applied force
location. When the joypad is touched, collision detection and con-
tact force calculation are first performed in CHAI3D, and then the
magnitude of the force along the two axes is compared. If the force
along the first axis is greater than the second one, the second axis
is selected and vice versa. When the applied force is greater than
the prescribed threshold by the spring coefficient, the joypad starts
to rotate at the pre-specified rotating rate. After rotating by a cer-
tain angle, an event is triggered for working specific functions in
the 3D model. When the joypad is not being touched it returns to
the home position with a different spring coefficient.
In addition,we have utilized a bump-mapping technique to give

the tactile feedback thatmimics the surface roughnesswhen a user
scratches the specific surface of a virtual object with the haptic
device. The bump-map surface, which is an array of height values
for generating the surface textures, is made from two dimensional
texture images used in visual rendering. The bump-mapping tech-
nique, in combination with haptic material properties (stiffness,
frictions) closely simulates the haptic sensation of a surface with
certain materials and roughness.
To achieve more immersion, additional vibrotactile haptic sen-

sation is embedded in the tangible object. The inside of the tangible
object is mainly composed of five parts as shown in Fig. 7: vibra-
tionmotors, a micro-controller, a Bluetoothmodule, a battery, and
a shooting button.When the server sends the intensity of vibration,
the Bluetooth module receives the data and the micro-controller
activates the vibration motors. When the user pushes the shooting
button, the micro-controller sends a shooting signal to the server
through Bluetooth.
Tactile realism is significantly influenced by human feeling.

However, it is difficult to intuitively find out the optimal haptic
parameters that induce the realistic tactile feeling for certain ob-
jects. For this, we conducted the experimental tuning of the hap-
tic parameters in advance for every part of the personal electronic
product model to enhance the quality of tactile realism.

4.3. Auditory realism

A profound immersion can be delivered to the user when au-
ditory realism is added. Such auditory realism can be presented to
the user with different sounds. One of them is the control sound
that is played when the user manipulates a personal electronic

Fig. 5. (a) Force profile of friction, (b) Force profile of a haptic button.
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Fig. 6. (a) Force profile of a slider with three notches, (b) Force profile of the Joypad.

Shooting Button

3.7V Li-ion Battery

Vibration Motor

Microcontroller

Bluetooth Module

Fig. 7. The tactile display embedded in the tangible object.

product [34]. The control sound can enhance realism by adding the
appropriate sound effect while manipulating the product model.
For example, when the user pushes a button strongly the control
sound is played more loudly and vice versa. We provide different
sounds to the user depending on the user’s action on the immer-
sive model [35–37]. Another type of sound interaction is multi-
dimensional or spatial soundwhich allows the user to perceive the
position of sound sources and the effect of the sound sources in
the immersive environment [38]. This sound interaction is realized
with the assistance of spatial audio recording, sound processing,
and sound reproduction techniques. We describe the two major
sound effects below.

4.3.1. Auditory realism using control sounds
Since the types of interaction with the product model are huge,

the number of control sounds required is also numerous. It is time-
consuming to generate and store a huge number of control sound
files. An efficient method is proposed to overcome this problem.
Themethod consists of two steps: a preprocessing step and a sound
generation step. In the preprocessing step, different types of sound
of interaction with the product model are prepared by considering
possible circumstances and classifying them into different event
types, such as pushing the power-on button, dropping the model
on the floor, and opening the battery cradle. Each event type has
several different attributes and a default value is assigned to each
attribute. Then a sound appropriate to each event type with a dif-
ferent attribute is collected. In the sound generation step, an event
is classified and assigned a proper attribute value of the corre-
sponding event type. Finally, the sound file with default attributes
is transformed to the proper sound and is played out on the speaker
system. Table 2 shows the list of attributes used for generating
control sounds in this study. Different types of control sound can
be generated using these attributes. Detailed novelty of the used
method is given elsewhere [39].
Fig. 8 shows the procedure of generating the control sound by

adjusting the attributes, in this case, intensity and contact area.
The intensity attribute represents the pressure force level that the
user exercises on the product model. The control sound is played

louder as the value of the intensity attribute increases. The contact
area indicates the friction area that the usermakes contactwith the
productmodel. The change in the size of the contact area influences
the spectrum of the control sound. Our method processes the
control sound by transforming the spectrum of the sound in the
case of changing the contact area. A simulator that can generate
different control sounds in real-time is developed when changing
the button type and the attribute values.
The above control sound generating process is similar to a

sonification approach for making MIDI audio signals. However,
the control sound generating method described above cannot be
implemented using existing sound file formats since the existing
sound files do not have any information on the situationwhere the
sound is recorded. Therefore, the sound system cannot determine
whether the sounds are suitable to the user’s actionwith the digital
mock up product model on the IMMS. To solve this problem, we
used a new sound file format that contains some information on
the characteristic of the sound, and defines some sound factors for
the machine control sound to simplify the information about the
situation.

4.3.2. Auditory realism using spatial sound
In the IMMS, the auditory realism is enhanced using the spatial

sound (3D) effect [36]. We develop a binaural rendering technique
based on the head-related transfer function (HRTF) [20] to obtain
a 3D sound from monaural or stereo sounds. A crosstalk canceler
is applied to the generated 3D sound to improve the 3D effect on
a stereophonic loudspeaker system, where the filters used for the
crosstalk cancelation are generated by using the HRTF. In addition,
a reverberation effect is added to the generated 3D sounds consid-
ering the configuration of the room environment.
Fig. 9 shows the overall structure of the 3D sound reproduction

system in the IMMS. A sound source, typically the output of anMP3
player, is given as input to the 3D sound generator and is rendered
into a 3D sound. To reflect the listener’s preference about the 3D
effect, three parameters can be chosen: azimuth, distance, and el-
evation. If the listener wears a headphone, then the 3D sound goes
directly to the reverberator. Otherwise, the crosstalk canceler fol-
lowed by the reverberator is applied to the 3D sound to play it out
on a loudspeaker system. In the IMMS, a reverberation simulator is
developed, where an environment model can be chosen from pre-
defined types including a room, studio, stage, club, and hall or it
can be defined by the user.

4.3.3. Real-time implementation of the auditory realism for the IMMS
We aim to implement the 3D sound processing in real-time.

For example, the number of taps for the finite impulse response
(FIR) implementation of the reverberation filters should be around
48,000 to handle one second delay of the reflected sounds in the
reverberation environment. This implies that we have to perform
2.3 giga multiplications and additions per second when the sound
signals are sampled at a rate of 48 kHz. Such a huge number
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Table 2
The list of attributes used for generating control sounds.

Attribute Description Sound characteristics (example)

Material Type of material used for the model Sound quality (metal, plastic, rubber, wood, glass, and so on)
Surface Condition of the model surface Noisy or clear sound (rough or fair)
Hardness Solidness of the model surface Frequency component of the sound such as high-frequency or low-frequency sound

(soft or hard)
Mass Weight of the model Intensity of the sound (light or heavy)
Contact area Size of the frictional area between the model and the user

(e.g., finger)
Length of the sound (wide or narrow)

Intensity Strength of operating the model Loudness of the sound (weak or strong)
Direction Location where the model is contacted by the user Location of the sound in an acoustic space (angle;−180◦ to+180◦)

Fig. 8. Procedure of generating control sounds by changing attributes.

Fig. 9. The sound reproduction system in the IMMS.

of multiplications cannot be done even with a high-speed PC.
We could achieve a real-time implementation by applying a fast
Fourier transform to the sound signals and using an overlap-and-
add method for filtering.

4.3.4. Connection of tactile and sound realism
In real life, human behaviors inducing tactile feeling often ac-

company corresponding sounds when a human touches the sur-
face of an object with his/her hand. This tactile feeling and the
corresponding sounds are closely related to each other because
both are the consequence of human hand manipulations for the
object. However, because the human behavior to touch the ob-
ject is complex, associating the tactile feelings with correspond-
ing sounds seamlessly for various hand interactions remains one
of the difficult tasks. For this reason, in the presented work, we
limited the tactile and auditory realismmodules to be individually
operated, without having a close relationship. For example, when
a user scratches the specific surface of a virtual object with a hap-
tic device, the corresponding 3D sound is triggered to enhance the

auditory realism. However, if the user touches the object in differ-
ent ways with respect to the simulated scenarios, there may exist
a dissociation between the tactile and auditory realism.

4.4. Functional realism

Every personal electronic product has an embedded computer
chip that contains all needed functions of the product, many of
which are human–machine interaction (HMI) tasks. Some software
tools such as TMRapid Plus and TMPlayMo 3D are available for
modeling and simulation of product’s functional behavior, but they
do not provide an open architecture that allows the functionality
to be easily integrated into immersive environments, and it is not
easy to represent the functional behavior of complex products in
detail using the tools.
In order to realize the immersive experience of a personal

electronic product, it is very important for the user to understand
the functional behavior of the product with ease and clarity. Fig. 10
shows the overall process of the HMI function simulation module
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Fig. 10. The overall process of HMI functional simulation.

that is used in this study. We capture the functional behavior of
the product into an information model and utilize it using a finite
state machine to simulate the functional behavior in an immersive
environment.

4.4.1. Generation of HMI functional model
The HMI functional model of a product is an information model

that represents theHMI-related functional behavior of the product.
In this study, we adopt a state transition methodology [22–24] to
capture the functional behavior of a personal electronic product by
breaking it down to the following entities:

– All HMI events to occur in the product
– All states in which the product can be
– Activity information related to each state
– State transitions occurring in each state
– Event-condition-action information related to each state tran-
sition.

Every personal electronic product has some components such
as lamps, switches, buttons, sliders, indicators, displays, timers,
and speakers that are used during interaction between the user and
the product. They are called the objects making the basic building
blocks of functional simulation. Every object has a pre-defined set
of properties and functions for a real-time situation. The overall
behavior of the product is broken down into separate units of
behavior,which are called states. A state can be as brief as a fraction
of a second, or extend for several seconds, minutes, or hours. Each
state, nomatter how brief, is a distinct unit within the system’s life
cycle.
The state of the product can be changed to another state. This

is called the state transition. Every state transition is triggered by
one or more events associated with it. A transition occurs when
events are activated and some specified conditions are met. Some
tasks called actions can be performed before the transition to a
new state. In order to define the actual behavior of the product,
all the tasks performed in each state are specified. These tasks are
called activities. They only occur when their state becomes active.
Actions and activities are constructed using the objects’ properties
and functions. Each action or activity consists of a set of statements.
Each statement can be either the assignment of some value to a
variable or the calling of a function of an object.
In this study, we have devised a simple markup language to

represent the functional behavior of a product. After analyzing and
gathering the above-mentioned entities of the functional behavior,
wewrite them into a set of text files based on themarkup language

Fig. 11. Control flow of the finite state machine.

to build the HMI functional model. In the HMI functional model,
each action or activity consists of a set of logical statements
expressed with the objects’ properties and functions. The concrete
execution according to each action or activity is conducted during
the functional simulation.

4.4.2. Construction of a finite state machine
The finite state machine (FSM) is used as an engine to control

the transition between the states of a product based on the HMI
functional model. In this study, we have developed a module to
compile the text files for the HMI functional model and to operate
the FSM. Fig. 11 shows the control flow of the FSM module. Note
that the actions or activities, logically defined in theHMI functional
model, are invoked during the functional simulation. Some func-
tion libraries for processing audio/image/video data are often re-
quired to perform functions related to image synthesis and display,
playing audio sounds, and handling video animation data.

4.4.3. Acquisition of multimedia contents data
Multimedia contents data are used to create visual and auditory

display information required for vivid simulation of the functional
tasks.We use three kinds of multimedia content data in this study:
graphical images, audio sounds, and video animations. Every per-
sonal electronic product has at least one LCD display to show visual
information related to its specific states. Such visual information
includes graphical images and video animations. Also, the prod-
uct has audio sounds specific to its states. We use the JPEG file
format for graphical images, MP3 or WAV file formats for audio
sounds, and the AVI file format for video animations. The multi-
media contents data, which can be purchased or acquired by au-
dio/video recording, are managed by a database management tool
for their adequate use in the immersive virtual environment.

4.4.4. Simulation of functional behavior
The functional behavior simulation of a product is completed

as shown in Fig. 10. When the user creates an input event, the HMI
functional simulator checks if the event is related to the functional
behavior of the product or not. If so, the FSM module refers to
the HMI functional model of the product and determines if the
event triggers a state transition. If the state transition is confirmed,
the FSM module does the specified actions and changes the state
to a new one, and performs the activities of the new state. The
execution of the actions and activities yields state-specific visual
and auditory data. The state-specific visual data are sent to the
functional simulator to update the visual image of the product, and
the state-specific auditory data are sent directly to auditory output
devices.
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Fig. 12. The IMMS hardware configuration.

5. System integration

The IMMS platform consists of many hardware components
and software modules. The hardware components of our IMMS
platform are shown in Fig. 12. The PC-based IMMS platform uses
AMD Opteron Dual Core175 (2.2 GHz) CPU and 4 GB PC2-3200 ECC
DDR2 SDRAM for high speed computing. To accelerate the graphics
rendering speed, we use Quadro FX4500 manufactured by nVIDIA.
To give a stereoscopic display of 3D models, ARvision-3D [18]
video see through head-mounted display is used. A PHANTOM
Omni [37] haptic device from SensAble Technologies Inc. is used to
provide force and tactile realism. A tangible object is also designed
with an embedded Bluetooth module and two vibration motors. A
universal computer-supported speaker Britz BR-5100D is used to
implement auditory realism.

5.1. The operation of main modules

The diagram in Fig. 13 shows the main modules of the Immer-
sive Modeling System. The core management module plays the
central role and manages the four realism modules. To monitor
events or messages generated by the modules, the core manage-
ment module runs at 30 Hz. First, it calculates the transformation
matrix of a tangible object and a 3D product model, and applies it
to accommodate the motions of the 3D model. Second, it checks
dynamic object ID when a user interacts with buttons of the 3D
model, and sends the pressed button ID to the functional realism
module to activate specific functional simulation. Finally, it exe-
cutes the corresponding 3D sound converted by the auditory real-
ism module according to the state of the FSM.
The visual realism module utilizes the augmented reality tech-

nique to present the stereoscopic view of a product model to the
user. After a 3D model is loaded, it is continuously rendered by
a graphic thread which operates at 30 Hz. To manipulate the 3D
model by using a tangible object, themodule performs a calibration
to coordinate the operations of haptic and graphic modules and
tries to reduce noise to prevent the tangible object from trembling.
The visual realism module uses the transformation matrix calcu-
lated by the core management module to overlay the 3Dmodel on
the tangible object that is being moved.
The loaded 3D model consists of two types of object: dynamic

objects and static objects. The static objects denote non-movable
parts such as themain body, LCD panels and speakers. The dynamic
objects denote moving parts and are composed of buttons, sliders
and a joypad. To achieve realistic tactile realism, haptic material
properties of each object need to be well tuned in advance. When
a user interacts with the dynamic objects, the selected object can
be moved or rotated in proper directions following the movement
direction of the haptic device. The user can simultaneously see the
movement of the object while sensing the force feedback from it.

The auditory realism module presents stereoscopic sound to
the user. When the functional realism module produces a 3D
sound generation message, the core management module delivers
the corresponding sound ID and commands the auditory realism
module to generate corresponding 3D sound according to the FSM
state. The sound source is given as input to the 3D sound generator
and it is rendered into a 3D sound.
The functional realism module simulates the functionality of

the personal electronic product. When the user presses the button
on the 3D model, the HMI functional simulator checks if the event
is related to the functional behavior of the product. If so, the FSM
module refers to the HMI functional model of the product and de-
termines whether the event triggers a state transition. If the state
transition is confirmed, the FSMmodule performs the specified ac-
tions. During execution of the specific actions, the corresponding
visual data are sent to the visual output device and the correspond-
ing auditory data are also sent to the auditory output devices.

5.2. Integration issues

Each realism module has been developed and tested indepen-
dently. When these modules were integrated using a seamless
multi-modal interface to give high level of immersion, however,
there are many important integration issues to resolve. The ma-
jor issues of a multi-modal interface system can be categorized as
follows:

– Real-time implementation
– Optimal resource management
– Unification
– Stability
– Connection of hardware and software.

For the real-time implementation, we describe a real-time inter-
action problem with a 3D model. For the optimal resource man-
agement, we present a multi-thread system that can optimize the
use of computing resources. Many different modules need to be
unified in a multi-modal interface system, but the registration of
coordinate systems is a critical one, so we discuss it along with the
unification problem. The stability is also very important not to de-
crease the level of immersion. We describe a reduction of visual
noise, correction of collision detection, and marker tracking prob-
lems that we have experiencedwhile enhancing the stability of the
system. There are also connection problems of hardware as well
as software, which have been encountered frequently during the
development. However, the details are not presented in order to
highlight the first four major difficulties in this paper.

5.2.1. Real-time interaction with a 3D model
Real-time interaction is necessary to achieve a natural, intuitive

and comfortable interactionwith a 3Dmodel. But, it is very difficult
to render the 3D model or interact with it using a haptic device in
real-time due to the size of the data sets. Therefore, the size of the
data sets needs to be reduced for the real-time interaction. In the
IMMS, QEM [27] technique is used to reduce the size by simplifying
themodel. In representing the 3Dmodel, a polygonalmesh is used,
since it gives the most appropriate geometry representation for
interactive 3D graphics applications due to its simplicity, flexibility
and efficiency. In addition, the OpenMesh [40] data structure is
employed due to its flexibility andmemory efficiency. To represent
texture, a single texture image is mapped onto the 3D geometric
model. If we use the vertex color instead of a texture image for
appearance, the file size of 3D model increases considerably. This
causes a great overload in data handling and rendering.
When integrating the haptic interface into the IMMS platform,

the most important issue is to render the 3D model in real-time
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Fig. 13. Architecture of the IMMS platform.

for visualization as well as haptic interaction. It is generally ac-
cepted that the update of visual rendering of the model must be
done with a frequency of at least 30 Hz to avoid flickering. How-
ever, the haptic rendering must be updated at 1000 Hz in order
to have realistic force feedback and vibro-tactile display. So the
haptic rendering algorithm should be implemented as efficiently
as possible since the haptic rendering takes much more hardware
resources. In the IMMS platform, the CHAI 3D SDK [16], an open
source haptic toolkit, is used to implement the haptic interface.

5.2.2. The integration of hardware and software components
IMMS is composed of various hardware such as a haptic device,

a tangible object and a camera module. The system also uses open
software libraries which are CHAI 3D and ARToolKit for the haptic
device and the camera module, respectively. These two libraries
have to be embedded in the multi-threaded application to avoid
hardware and software conflicts caused by different frame rates.
As mentioned before, at least a 30 Hz frame rate is required for
graphic renderingwhile a 1 kHz frame rate is needed for haptic ren-
dering. The software modules of the IMMS platform are designed
to be operated using multiple threads by having dedicated threads
for each module. The IMMS also provides a cross-platform thread
class to allow developers to further divide computations intomore
threads. By dedicating separate threads with different capacities
for different realism modules, the IMMS can be executed without
overspending computing resources on a specific module. A Blue-
tooth softwaremodule for the tangible object is independently ex-
ecuted to avoid conflicts with other components. Consequently,
the data is exchanged using the shared memory for communica-
tion between the Bluetooth software module and the tangible ob-
ject. This method can avoid a conflict problem efficiently because
the softwaremodule is not embedded in IMMS. IMMS also uses the
shared memory when it communicates with other software mod-
ule such as a gamemodule. For example, if a car collides with other
object, the vibration mode is triggered and this data is transmitted
to IMMS using the shared memory. Then IMMS sends a signal to
the Bluetooth software module to vibrate the tangible object. Con-
trarily, if the user presses a button on the tangible object, this data
is transmitted from the Bluetooth module to IMMS and the data
is again delivered to the game module and then a gun associated
with the button is fired in the game. The software integration us-
ing the sharedmemory is easy to implement, which can efficiently
remove the conflicts among various components.

5.2.3. Registration of different coordinate systems
Accurate registration and positioning of a 3D model require ac-

curate tracking and sensing the location of a tangible object in the
immersive environment. The IMMS uses several different coordi-
nate systems: the OpenGL coordinate system for handling graph-
ics, the camera coordinate system for realizing augmented reality
and the coordinate system for haptic devices. The use of multiple
coordinate systems causes many unexpected results. For example,
if the 3D model is not displayed where the real tangible object is,
the user will miss the tangible object. Due to a mismatch of the
coordinate systems, the user cannot touch the 3D model, which
will lead to a wrong interaction. To resolve this kind of problem,
we calibrate each coordinate systemwith respect to a single world
coordinate system. Each coordinate system is suitably transformed
using the same projectionmatrix. However, there still exists amis-
match between the camera and the OpenGL/haptic coordinate sys-
tems due to the different view points between the camera and the
OpenGL/haptic coordinate systems, as shown in Fig. 14.We resolve
the mismatch of these coordinate systems by rotating the y-axis of
the camera coordinate system using the homogeneous coordinate
transformation.

5.2.4. Reduction of visual noise
Noises such as flickering or shaking in the stereoscopic images

during tracking a 3D model seriously hamper immersion for the
multi-modal interface. Even when a tangible object is stationary,
noticeable flickering or shaking occurs on the 3D model overlaid
on it. This results in unsatisfactory visual quality and makes
the user very uncomfortable during the interaction with the 3D
model. This flickering or shaking problem is not easy to measure
and eliminate, since it is often non-systematic and difficult to
characterize. In order to alleviate this problem, we apply low pass
filtering techniques that reduce noise that is generated from the
tracking and sensing system. The lowpass filter eliminates the high
frequency noise beyond the filtering threshold of 50 Hz, since it
successively calculates the errors between the values in advance.

5.2.5. Correction of collision detection
During haptic interaction with a 3Dmodel, users may feel force

discontinuities and abrupt force feedback. These phenomena orig-
inate from the triangle mesh artifacts e.g., holes, cracks, overlap,
inconsistent normal orientation, and gaps between separate
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Fig. 14. Camera calibration for visual and AR and haptic view.

geometric models. When a user explores with the 3Dmodel hapti-
cally, the user interacts with the object through the tip of the hap-
tic probe i.e. HIP (Haptic Interaction Point). At the same time, we
may also consider another point called a proxy (also called the god-
object, or the ideal haptic interaction point (IHIP)). While the hap-
tic probe can penetrate into the 3D model, the proxy stays on the
surface of the virtual object. The reaction force is then computed
by a penetration vector that is multiplied by the prescribed vir-
tual stiffness. Since collision between the haptic probe and the 3D
model conventionally detects the point of the physical haptic in-
terface on the position in the triangular mesh of the 3D model, the
collision may fail due to the above triangle mesh artifacts.
For eliminating these artifacts, Ruspini et al. [41] proposed the

virtual proxy as a massless sphere that moves among the objects.
The radius of the proxy is large enough to avoid falling through
the holes in the underlying 3D model. In addition, they compute
a possible path of the proxy when the proxy collides with the 3D
model and then creates the volume that covers the geometry of the
3D model. This approach may able to prevent falling of the proxy
when the 3Dmodel is not divided into different parts. However, the
personal electronic model is composed of different models such as
body, buttons, slider, etc. Thus, an abrupt or unwanted force can be
generated in the haptic rendering computation.
To overcome these drawbacks, we first improved the quality

of the 3D model by eliminating the holes and cracks in the CAD
modeling process by using 3DMax or Maya. However, there is still
abrupt force feedback due to the gaps between separate geometric
models. Fig. 14(a) shows two buttons side by side in the 3Dmodel,
and represents that the proxy is located on the top of the gap
between the two button models. When the proxy is located there,
the proxy may fall into the gap because an inconsistent mesh
exists. In addition, it is very difficult for the user to escape from
the gap and hole between the buttons or the buttons and the
body at current time (t) as shown in Fig. 15(b), which represents
another view point of Fig. 15(a). To overcome this problem, we
monitor the surface normal and the penetration vector between
the proxy and the haptic probe as shown in Fig. 15(c) and (d). If
each normal of the surface and the penetration vector is in the
same direction, the collision detection becomes false and thus the
reaction force becomes zero (see Fig. 15(d)) and vice versa. On the
other hand, the normals of the surface and the penetration vector
are in the opposite direction, a reaction force is generated as well
as the collision being detected. Using this scheme, the haptic probe
can smoothly escape the hole or gap between two objects in the
personal electronic product model.

5.2.6. Enhancement of marker tracking
The IMMS system uses a marker-based tracking system which

uses an optical tracking technique. When using a 3D video see-
through HMD [18], output images are captured at 30 fps and

their resolution is 640 ∗ 480 pixels. However, detection of the
markers on the tangible object often fails when the light condition
changes. This problem is caused by the shades generated from the
hands or spot light sources. To reduce these noises, ‘local adaptive
threshold’ [42] is used to obtain the binary image from the output
image. Then, the threshold value of each pixel of the binary images
is assigned by the mean value of each block unit. The size of the
block is adaptively chosen with respect to the size of the marker.
By applying these steps, themarker is detected robustly regardless
of lighting conditions.

5.3. Application examples to personal electronic products

In the IMMS, the user can manipulate a personal electronic
product and test every function using the multi-modal interface.
In order to test the given functions of a product, its 3D model has
to be created and all states, state-transitions and activities have to
be provided as input to the HMI functional realismmodule. Fig. 16
shows various states of different product models. For example,
Fig. 16(a) shows four major menus of an MP3 player. The HMI
functional model is used to create a state transition chart, which
represents all the states and possible state transitions between
them.
Fig. 17 shows a state transition chart for the MP3 player where

we consider only twomain functional features: playingMP3music
and listening to an FM radio. The user can select any of them by
pressing a button using a haptic interface, and Fig. 16(b) shows the
LCD window while playing MP3 music.
To further demonstrate the applicability of the IMMS to per-

sonal electronic products, we also created 3D models of a game
phone and a portable media player (PMP), and also prepared all
the functions related to these products. These three personal elec-
tronic products can be fully operated using 3D models and the
IMMSplatformwithoutmaking real physicalmodels. Fig. 16(c) and
(d) show two games that can be played using the IMMS. The games
are played by pressing buttons and also tilting the tangible object.
The user can feel that he/she is operating a real game phone while
he/she is playing these games in the IMMS.
For example, the user can play a racing game displayed on

an augmented virtual object by tilting its tangible object in all
directions. These directions control the speed and direction of a car
in the game. If the car collides with the wall or other cars, then
3D sound effects (e.g. an explosion) are played. The background
sound is played by default. To provide more realism, if a collision
occurs during the game, itmakes the tangible object vibrate. Fig. 18
shows the racing game in action. The games can also be played on
a different electronic product, PMP. Fig. 16(e) and (f) show most
popular functions implemented in PMP.
The advantage of the IMMS using the tangible object is that we

can simulate many different types of personal electronic product
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Fig. 15. Escaping from the hole and gap in a product model.

a b

c d

e f

Fig. 16. Application to MP3 player, game phone and PMP.

Fig. 17. State transition chart of the MP3 player.

using one tangible object as was demonstrated in this paper. The
MP3 player, the game phone, and the PMP are quite different in
terms of their design such as the configuration of the keypads
and the shape of the LCD windows, and the mechanical design of

components, but they can be simulated using one tangible object.
Since the tangible object is designed with generic features, it can
accommodate a wide range of new personal electronic products.
If the configuration of a new product is significantly different
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Fig. 18. Playing games using a tangible object in the IMMS.

Table 3
Result of user evaluation tests.

Experiment test Mean value result, 1 (bad)–5 (good)

System integration
1. 3D interface for the visual, auditory, and force/tactile realism? 3.9
2. Immersiveness? 3.8
3. Overall system integration 3.9

Visual realism

4. Visual comfort without flickering? 3.6
5. Modeling of a PMP, a game-phone and an MP3? 4.0
6. Immersiveness when you play games in an AR environment? 3.7
7. Overall visual realism 3.8

Force/tactile realism

8. Haptical comfort without flickering? 3.6
9. Immersiveness of the pressing and sliding effect? 3.9
10. Immersiveness of the tactile effect? 4.0
11. Overall force/tactile realism 3.8

Auditory realism

12. Control sound when you press a button? 3.6
13. 3D sound effect? 3.7
14. Reverberation effect? 3.6
15. Overall auditory realism 3.6

Overall 16. Overall system 3.7

then we must design a new tangible object, but most products
will be handled by a few different types of tangible object. The
use of tangible objects in the IMMS significantly increases the
usability of a multi-modal interface system. It will greatly help the
users to evaluate different productmodelswithout purchasing real
products.

6. User evaluation

To make a practical application for the IMMS system in de-
sign of personal electronic products, a user evaluation test was
undertaken with 20 participants. All of the participants were vol-
unteers; one was a university staff member, two were from an en-
gineering institute, twowere from a company, and the others were
engineering students. Twelve participants had experience in an
immersive environment. Two were aged 40–43, seven were aged
30–39, and the others were aged 20–29. The user evaluation test
gave user feedback based on the questionnaire of the 16 features
as shown in the second column in Table 3. It took approximately
5–10 min to make an experiment for the personal electronic prod-
ucts in the immersive environment. The user evaluation test was
immediately followed by a questionnaire and interview session.
The questionnaire listed 16 features of the IMMS system and the
participants were asked to rate their opinions of each listed feature
as ‘very positive’ (5), ‘positive’ (4), ‘neutral’ (3), ‘negative’ (2), and
‘very negative’ (1). The mean values of the questionnaire results
obtained for each feature are given in the last column of Table 3.
The result varies from 3.6 to 4.0. Among 16 features, the ‘Hapti-
cal comport without flickering (8)’ and ‘Reverberation effect (14)’

have the lowest scores as 3.6 while the ‘Modeling of PMP, game-
phone and MP3 (5)’ and ‘Immersiveness of the tactile effect (10)’
have the highest scores as 4.0. The final ‘overall system (16)’ in the
table gives themean value as 3.78 obtained for each feature. The re-
sults from the user evaluation test demonstrate the usability and
efficiency of our proposed IMMS system in the immersive mod-
eling process. Although our proposed system cannot satisfy every
requirement of practical applications in CAD field, we believe that
it has particular strengths to designers in the early design stage
of modeling for the personal electronic products. For instance, de-
signers can save cost and time since they can estimate the pref-
erence of users by evaluating and testing the personal electronic
products in the early design stage. The final ‘overall system (16)’
in the table gives the mean value as 3.78 obtained from each fea-
ture. Based on the results of the user evaluation test, we can know
that the IMMS system can give better support capabilities for the
immersive modeling through its multimodal interface integration
and performance in the immersive environment.

7. Conclusion

In this study, a novelmulti-modal interface called the IMMS has
been developed. The system consists of five main modules: visual
realism, auditory realism, force/tactile realism, functional realism
and the core management modules. In the system, visual, auditory
and tactile/force feedback interfaces are handled by different re-
alism modules while the overall scheduling of activities is taken
care of by the core management module. In the IMMS, the inter-
faces using different senses are combined into a single platform.
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The system is also portable in that it can be built with aminimal set
of hardware and can be used in the product development process
as well as in the evaluation process of personal electronic prod-
ucts. It provides natural, intuitive and comfortable interactions for
the user with a 3D product model in an immersive environment.
As demonstrated by the example applications of the MP3 player,
the game phone and the PMP, the user can test and evaluate the
functions that each product offers using themulti-modal interface.
The tangible object used in the study is generic in nature so that
it can provide excellent immersion for simulating different elec-
tronic products.
During integration, many integration issues that have been en-

countered could be resolved to some extent. In order to visual-
ize a 3D model with photorealistic quality, the reflectance prop-
erty of materials called BRDF [43,44] (Bidirectional Reflectance
Distribution Function) needs to be measured and used for render-
ing the model. This photorealistic data, however, could not be in-
tegrated into the IMMS because of its large file size, which could
compromise the performance of the system. Further research ef-
fort is required to build a multi-modal interface system that runs
in real-time with a 3D product model having a photorealistic qual-
ity. Moreover, the IMMS has not been implemented for a distant
user. Further work in networking and data compression and de-
compression is needed to realize this remote operation.
There is also a limitation in the particular modality in terms of

immersiveness and fidelity. Unlike the auditory modality which
requires no device to put on and the sound is very close to the
true sound, the haptic modality is limited in that one has to use
a stylus to touch and feel something. In other words, the haptic
cue is always indirectly felt by the stylus or gimbal and the point of
contact is not collocated with the operator’s hands and fingers. An
interesting extension to our systemwould be an ability to sense the
weight of the personal electronic products and this would require
a specialized force actuator and accompanyingmechanisms on the
mockup being held. The visual cues are quite realistic but the lack
of photorealistic rendering and the wide field of view prevents the
system from achieving enhanced realism.
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