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Abstract - In this paper, we propose a 3-D object reconstruction method. First, Initial silhouette of a 3-D object is 
generated by a shape from silhouette technique, it is carved to represent details of the 3-D object using color 
consistency. A surface point of the 3-D object obtained by visibility information is projected on the 2-D image 
during carving process. We select the projection samples using correlation of all pixels in projected region. These 
samples are considered to form the shape of the 3-D object. We obtain more reasonable threshold value of object 
carving through this process. Thus, it provides a efficient 3-D object carving process. After mapping proper color 
values to the surface points of the 3-D object for the more realistic 3-D model, it generates a good result of 3-D 
object reconstruction.  

 
 

I. Introduction 
Three-dimensional (3-D) object reconstruction from 

multiple two-dimensional (2-D) images is one of the most 
important topics in computer vision. This technique focuses 
on producing 3-D reconstructed model from calibrated images 
of an object. To achieve this, we try to acquire 3-D geometry 
and color information of the object using multiple images and 
camera parameters. Generally, camera parameters for multiple 
images are obtained by a camera calibration technique [1]. 
The relationship between a 3-D point (X) and its projected 
point(x) on a certain view is represented as [2] 

 
x = PX                                 (1) 

 
Where P is a camera projection matrix obtained from a 

camera calibration technique. Each view has a own camera 
projection matrix. A camera projection matrix is a useful tool 
for 3-D reconstruction.  

 Figure 1 shows one point in the 3-D space is projected on 
the image plane of the 2-D images by camera parameters. 
Even though we know the camera projection matrix for 
certain view, we can not exactly back-project the points on 
the 2-D image since we do not know the 3-D geometry 
information. The back-projected point of certain 2-D point 
can be located on the line passing through the 2-D point and 
its 3-D point and we define this line as a line of sight for a 
given 2-D point. Then, we can uniquely determine the 3-D 
point of the certain 2-D point by checking the intersection of 
two lines of sight for the given certain 2-D point and its 
corresponding point in the other view. This is called as a 
triangulation process [3]. Figure 1 also shows the 3-D point 
can be obtained as the intersection of the two lines of sights. 

3-D reconstruction methods have traditionally been based 
on image matching, using either intensity-based direct 
methods or feature-based methods. This approach is 
especially effective for techniques which simplify the 
correspondence problem. However, finding the corresponding 
points between 

 
 Figure 1. Decision of 3-D point through triangulation 

 
two views is not easy and generates high complexity. 
Furthermore, it has restrictions that views must often be close 
together. To avoid the disadvantages listed above, we propose 
the other approach. It generates occupancy decisions about 
whether a volumetric primitive contains objects in the scene. 

In this paper, we present a 3-D reconstruction algorithm 
including two common methods. These are shape from 
silhouette and voxel coloring. From these methods, we obtain 
a initial silhouette of a 3-D object and it is corrected to 
represent accurate details of the 3-D object using color 
consistency. Proposed algorithm uses new sampling method 
for the appropriate representative value of each occupied 
voxel. 

 

II. Background 
A. Shape from silhouette 

The shape from silhouette method reconstructs a 3-D 
object by creating the visual hull from input images. The 
visual hull is an approximation of the 3-D object shape. To 
obtain this approximation, we create a silhouette image of the 
object in the acquired input images, extract contour lines 
related to the silhouette, and back-project points on the 
contour line on the 3-D space using camera calibration data. 
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Back-projected silhouette images make cons in the 3-D space. 
An approximation of the 3-D object shape can be obtained by 
intersecting such cons created from the multiple silhouette 
images [4]. Although the visual hull is a good approximation 
that encloses the entire object, details of the object cannot be 
reconstructed by the visual hull alone. In spite of this weak 
drawback, many researchers still use the shape from 
silhouette method for 3-D object reconstruction because of its 
simplicity and fast implementation.  

B. Voxel coloring 
The voxel coloring method depends on color consistency 

[5]. If the colors of an unoccluded point seen from the 
different cameras are the same, then that point is assumed to 
be on the surface point of a 3-D object. On the other hand, if 
the colors of the unoccluded point projected on the different 
cameras are different, that point is assumed to be located in 
the empty space.   

 

III. Reconstruction Algorithm  
A. Initialization 

The visual hull of a 3-D object is used to initialize the 
reconstruction algorithm. We apply voxel structure to the 
above method to represent the approximation of the 3-D 
object shape. The 3-D space is partitioned into small voxels 
which are volume element representing a value on a regular 
grid in 3-D space. To examine whether each voxel in the 3-D 
space is a part of the object or not, each voxel is projected on 
the image plane of each view. The 3-D silhouette of the target 
object is obtained by using this process. However, this result 
does not provide the accurate silhouette of the 3-D object 
since this process cannot recognize the concave part of the 3-
D object. Thus, it is difficult to use this result as the silhouette 
of the real 3-D object. However, this result can be used as the 
initial silhouette of the 3-D object for a high quality 3-D 
reconstruction result which is added another process.  

B. Visibility information 
The visibility information gives us advantages for 3-D 

object reconstruction. It can reduce the complexity of the 3-D 
reconstruction process, and increase the accuracy of the 3-D 
object. Thus, we apply the visibility checking method for 
visibility information using line equation between a point in 
the approximation silhouette of the 3-D object and each 
camera center [6]. Visibility checking method is first applied 
after initialization. Visibility information is updated using 
visibility checking method whenever visibility information is 
changed in a 3-D object carving process.  

C. 3-D object carving 
To increase the accuracy of the 3-D object silhouette, we 

process object carving. Up to the previous process, we do not 
have the accurate silhouette of the object including concave 
parts of the 3-D object. Thus, we need a carving process for 
the concave parts and inaccurate parts computed from a finite 
number of images. Figure 2 shows the process of the 3-D 
object carving. We have the volume of the object containing  

true object. We choose a voxel on a visible point of the object 
using visibility information. We project this voxel onto the 
visible input images. If color values of each view are different 
from those of the other views, we process carving. We repeat 
these processes until convergence and update the visibility 
information. 

 

Image 1 Image N
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Figure 2. Object  carving for real silhouette of the 3-D object 

 
Object carving is processed by color difference using 

RGB distance. RGB distance is determined by  
 
RGB distance  =                                                              (2) 
 

Where rk, rl are red elements of two views, gk, gl are green 
elements of two views, and bk, bl are blue elements of two 
views. Figure 3 shows the relationship of RGB distance 
between certain two points in the RGB space. 
 

R

G

B

distance

P1 (r1, g1, b1)

P2 (r2, g2, b2)

P3 (rn, gn, bn)

Pk

Pl

 
Figure 3. RGB distance 

 
 For object carving, we should determine the threshold 

value of RGB distance. In case of simple voxel structure, 
even if we use any threshold value of RGB distance, to obtain 
a accurate 3-D silhouette of the object is difficult. The reason 
is that the only center value of voxel is used as representative 
value of whole voxel. In fact, one voxel in the 3-D space is 
influenced by several pixels of a 2-D image. Figure 4 shows 
the results of object carving by different threshold values of 
RGB distance. When threshold value is small, we see 
inaccurate result. However, actual threshold value is less than 
40. These wrong results generate, since the resolution of a 2-
D image is higher than that of voxel representation [7]. 
However, if we set up the higher resolution of voxel 
representation than that of a 2-D image, it increases the 
complexity of implementation.   
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Threshold = 40 Threshold = 80 Threshold = 100  
 

Figure 4. Object carving result by threshold value 
 

Thus, we need projection sampling method to obtain the 
representative value of voxel. Figure 5 shows two cases. One 
is that only center value of voxel is projected on a 2-D image, 
the other is that whole voxel is projected on a 2-D image. 
From the figure, since we know that one voxel occupies 
several pixels of a 2-D image, we try to obtain the reasonable 
representative value of voxel using projection sampling 
method.  

 

 
 

Figure 5: Voxel projection for projection sampling 
 

As I explained before, when one voxel projects on the 
wider space than the space of one pixel, we should consider 
not a pixel projected by a central point of voxel but all pixels 
projected by whole voxel. For this, we use multi-vector cross 
correlation criterion method [8]. We extract sample pixels 
worth representative value of corresponding voxel among 
projected all pixels of whole voxel using multi-vector cross 
correlation criterion method. Multi-vector cross correlation 
criterion method is as follows. All projected pixels of a 2-D 
image generate their vectors. Each vector consists of three 
components, R, G, B. 

 
                                                                                         (3)  

 
We obtain the vectors like eq. (3) for n pixels. We 

measure their likeness. If n is equal to two, we use well 
known normalized cross correlation (NCC) as likeness. 
Normalized vector is defined by  

 
 

                                                                   
                                                                                         (4) 

 
 
Where vector mi is comprised by average of Ri, Gi, Bi which 
are each component of vi. Furthermore, partial mean sum 
vector which is average of the other vectors except one vector 
is defined. This concept is represented by 
 
 
                                                                                              (5) 
 
 

We compute the likeness between every vector and the 
partial mean sum vector like eq. (6). 
 
                               pi = si · ni              ∀i                     (6) 
 

We find maximum value of pi. It is defined by pmax. After 
obtaining pmax, only pixels of vector satisfying eq. (7) are 
extracted as the representative values of corresponding voxel.  
 

Pi > T · pmax,                                         (7)    
 

Like this, if projection samples are extracted, we set up 
representative value of voxel using average value of extracted 
sample pixel values. We can obtain more reasonable threshold 
value by using this sampling method.   

When processing object carving, we find visible views 
from a 3-D point to decide whether to carve the silhouette of 
the 3-D object or not. When many views see the 3-D point, 
even if that point is the real silhouette of the 3-D object, the 
RGB distance can be high in case that one view is away from 
the other views. To solve this problem, we select maximum 
three views to calculate the RGB distance. One of them is the 
closest camera from the 3-D point. The others are the sides of 
the closest camera. As the distance between the view and the 
point of the 3-D object is short, we can assume that the color 
value of the view reflects the color of the corresponding 3-D 
point well.  If visible views are two, two views are considered 
and if visible view is just one, object carving process is not 
allowed.  

We repeat the algorithm of 3-D object carving until all 
RGB distances of any two views are less than threshold value. 
Whenever the process of object carving is executed, the 
visibility information from the process of the visibility 
checking is updated. This process makes the 3-D object 
carving process efficient. After the whole carving process, 
visible points of the 3-D object are fixed.  

D. Color mapping 
We map proper color values to the surface points of the 3-

D object as the final step. This process increases realism. This 
process is performed from the maximum three close views. 
We determine the color value by blending the selected color 
values considering the distance between the 3-D point and 
each view.   
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IV. Experimental Result 
We tested the 3-D reconstruction algorithm with two data 

sets which are multi-view images. The two data sets are 
“Dino-sparseRing” and “TempleSparseRing”. Both data sets 
originally include 16 views. However, for “TempleSparse-
Ring”, we used only 10 views which have same latitude 
angles for each image. These data sets are sampled on a ring 
around the 3-D object. The size of each image is 640×480. 
These images are calibrated.  

The data sets used in this paper can separate the objects 
from the original input images easily since the background is 
represented with black-tone colors. However, since some 
shaded regions of the object also have black-tone colors, they 
can be regarded belonging to background. To solve above the 
problem, we compensate the shaded regions of the object 
using preprocessing consisting of image dilation and erosion. 
Figure 6 shows an example of preprocessing. The circles 
represent shaded regions of the object in the original image. 
As you can see in fig. 6(b), the shaded regions are changed 
with the bright colors in the preprocessed image and can be 
distinguishable with background. This result is helpful to 
obtain the more accurate initial silhouette of the 3-D object. 
 

          
(a) Original image            (b) Preprocessed image 

 

Figure 6. Result of preprocessing. 
 

Figure 7 shows four input images and experimental results 
for the two data sets. The results represent reconstructed 
model captured from same viewing point of input images.  
 

 
 (a) Input images 

 

 
(b) Reconstructed model 

 

Figure 7. Result of 3-D object reconstruction 

V. Coclusions 
We propose a 3-D object reconstruction method using 

multiple 2-D images. Basically, we used a shape from 
silhouette method and theoretical foundations of voxel 
coloring. We apply a visibility checking method for visibility 
information. It increases the accuracy and efficiency for each 
stage. In a object carving process, a point in the 3-D space is 
projected on the 2-D image and we consider difference 
between the projected pixels. However, if we use only central 
value of the voxel, to obtain reasonable threshold value of 
color difference is difficult. The reason is that the resolution 
of the 2-D image is higher than that of a voxel representation. 
Thus, we need information of all projected pixel value which 
affects a 3-D point. To solve this problem, we extract sample 
by using correlation among projected pixel. From this method, 
we obtain more reasonable threshold value for object carving. 
After mapping color value to the 3-D object, we obtain the 
valid result of 3-D object reconstruction.  
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