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Arithmetic Coding over H.264/AVC for

Lossless Depth Map Coding
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Abstract—The depth map, which represents three-dimensional
(3D) information, is used to synthesize virtual views in the depth
image-based rendering (DIBR) method. Since the quality of
synthesized virtual views highly depends on the quality of depth
map, we encode the depth map under the lossless coding mode.
The original context-based adaptive binary arithmetic coding
(CABAC) that was originally designed for lossy texture coding
cannot provide the best coding performance for lossless depth map
coding due to the statistical differences of residual data in lossy
and lossless depth map coding. In this letter, we propose an en-
hanced CABAC coding mechanism for lossless depth map coding
based on the statistics of residual data. Experimental results show
that the proposed CABAC method provides approximately 4% bit
saving compared to the original CABAC in H.264/AVC.

Index Terms—CABAC, H.264/AVC, lossless, depth map.

I. INTRODUCTION

T HREE-DIMENSIONAL video (3DV) and free viewpoint
video (FVV) technologies have been studied to expand

the user’s sensation beyond what is offered by the traditional
media. In order to efficiently support 3-D scene representations
for 3DV and FVV, the new standard for multiview video coding
(MVC) was developed and such multiview video is widely used
in various 3DV and FVV systems [1].

In 3DV [2] and FVV systems, the main difficulty in the de-
ployment of 3DV services appears to be the large bandwidth
requirements associated with the transport of multiview video.
Therefore, recently, instead of using a large number of views,
multiview video plus depth (MVD) system [3] is used because
the coding of the depth map consumes a small overhead, typi-
cally about 10–20%, on the video bitrate [4].

In order to synthesize virtual views, the depth image-based
rendering (DIBR) technique using the video and the corre-
sponding depth map images [5] is used. In DIBR, the accuracy
of depth map directly affects the quality of synthesized virtual
views. As a result, many works have focused on the acquisition
of accurate depth map [6].
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Fig. 1. Encoding structure of CABAC for a single syntax element.

Before 3-D videos are rendered at the receiver side, we
transmit regular multiview video as well as their corresponding
depths. In MVD system, the depths are encoded by lossy coding
and then transmitted. However, since the quality of depth is
highly related to the rendering quality of virtual view, the depth
map should be encoded by lossless coding.

In lossy depth map coding, residuals represent the quantized
transform coefficients. On the contrary, in lossless depth map
coding, residuals are not the quantized transform coefficients,
but rather the differential pixel values between the original and
predicted pixel values. Therefore, the statistics of residuals in
lossy and lossless depth map coding are quite different.

In general, the depth map is encoded using a context-based
adaptive binary arithmetic coding (CABAC) [7] method. How-
ever, since CABAC in the H.264/AVC standard [8] was orig-
inally designed for lossy texture coding, it was unable to pro-
vide the optimum coding performance for lossless depth map
coding. For that reason, we have tried to improve the coding
performance of CABAC for lossless depth map coding.

II. CONTEXT-BASED ADAPTIVE BINARY ARITHMETIC CODING

The encoding process of CABAC consists of four coding
steps: binarization, context modeling, binary arithmetic coding,
and probability update. The block diagram for encoding a single
syntax element in CABAC is depicted in Fig. 1.

In the first step, a given nonbinary valued syntax element is
uniquely mapped to a binary sequence (bin string). When a bi-
nary valued syntax element is given, the first step is bypassed. In
the regular coding mode, each binary value (bin) of the binary
sequence enters the context modeling stage, where a probability
model is selected based on the previously encoded syntax ele-
ments. Then, the arithmetic coding engine encodes each binary
value with its associated probability model. Finally, the selected
context model is updated according to the actual coded a binary
value.

Fig. 2 illustrates the CABAC encoding structure for a 4 4
subblock of the quantized transform coefficients. First, the
syntax element coded block flag is encoded with a one bit
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Fig. 2. Encoding structure of CABAC for residual data coding.

symbol for each subblock. If coded block flag is zero, since
no further information is encoded for the subblock, the coding
process for the subblock is terminated. Otherwise, significance
map and level information are sequentially encoded.

If coded block flag indicates that a subblock has the signifi-
cant coefficients, a binary valued significance map is encoded.
For each coefficient, a one bit symbol significant coeff flag is
encoded in scanning order. If significant coeff flag is one, a fur-
ther one bit symbol last significant coeff flag is encoded. This
syntax element indicates if the current significant coefficient is
the last coefficient inside the subblock or not.

After the encoded significance map determines the locations
of all significant coefficients inside a subblock, the values of
the significant coefficients are encoded by using two syntax el-
ements: coeff abs level minus1 and coeff sign flag. The syntax
element coeff sign flag is encoded by a one bit symbol while
the Unary/0th order Exp-Golomb (UEG0) binarization method
is used for encoding the values of coeff abs level minus1 repre-
senting the absolute value of the level minus 1. The values of the
significant coefficients are encoded in reverse scanning order.

III. PROPOSED METHOD

In this section, we describe a new CABAC scheme for loss-
less depth map coding based on the statistical characteristics of
residual sample values. In Fig. 2, the gray-shaded processes are
modified in the proposed method for lossless depth map coding.

A. Significance Map Coding

In lossy depth map coding, the occurrence probability of a
significant coefficient is likely to be decrease as the scanning
position increases because residual data are the quantized
transform coefficients. Therefore, the significant coefficient
tends to be located at the earlier scanning position. In this case,

Fig. 3. Occurrence probability distribution of nonzero coefficients according
to the scanning position (Breakdancers Depth View4).

Fig. 4. Example of significance map coding for lossy coding.

Fig. 5. Example of significance map coding for lossless coding.

last significant coeff flag plays an important role in the early
termination of significance map coding.

In lossless depth map coding, residual data do not represent
the quantized transform coefficients, but rather the differential
pixel values. Therefore, the statistics of residual data from lossy
and lossless depth map coding are quite different. In lossless
depth map coding, the occurrence probability of a significant
coefficient is independent of the scanning position, as shown
in Fig. 3. From extensive experiments on lossless depth map
coding, we observed that significance map coding is likely to be
terminated at the end of the scanning position. In this case, it is
meaningless to encode last significant coeff flag indicating the
position of the last significant coefficient. Therefore, we remove
last significant coeff flag coding process and directly encode all
significant coeff flags at the scanning position from 1 to 16.

Fig. 4 represents an example of significance map coding
in CABAC for lossy coding when the scanning position of
the last significant coefficient is 14; the gray-shaded signifi-
cant coeff flag and last significant coeff flag are encoded in
significance map coding.

However, since we removed last significant coeff flag in
lossless coding, significant coeff flag is unconditionally en-
coded up to the last scanning position. Fig. 5 indicates an
example of significance map coding for lossless coding. All
gray-shaded significant coeff flags are encoded in the proposed
significance map coding, as shown in Fig. 5.

B. Binarization for Level Coding

In level coding, the UEG0 binarization method is applied
to the absolute values of the quantized transform coefficients
(abs level). UEG0 binarization is specified by the cutoff value

for the truncated unary (TU) prefix part and the order
for the Exp-Golomb (EGk) suffix part. The structure

of UEG0 binarization is only efficient for small abs level; for
larger abs level, adaptive modeling has limited the functionality.
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Fig. 6. Occurrence probability distribution of residual data between 15 to 35
(Breakdacners Depth View4).

TABLE I
BLOCK TYPES WITH NUMBER OF COEFFICIENTS AND

ASSOCIATED CONTEXT CATEGORY (CTX CAT)

The statistics of the differential pixel values in lossless coding
is different from the statistics of abs level in lossy coding. In
lossy coding, the occurrence probability of abs level is highly
skewed on small abs level. However, in lossless coding, the
distribution of the differential pixel values is quite wide, as
shown in Fig. 6. Therefore, UEG0 binarization designed for
lossy coding is not appropriate for lossless coding.

In order to encode the large differential pixel values effi-
ciently, theoretically, the larger cutoff value for the TU prefix
part in UEG0 binarization is required. UEG0 binarization with
a large cutoff value is convergent to unary binarization. In
unary binarization, for each unsigned integer differential pixel
value , the unary codeword consists of “1” bits plus a
terminating “0” bit.

C. Context Modeling

Each model can be identified by the unique context index
because the entity of probability models used in CABAC can
be arranged in a linear fashion. The context index for syntax
element of residual data is specified by

(1)

where represents the context index offset, which is defined as
the lower value of the range of a given syntax element , and
denotes the context index increment of a given syntax element .

is the context category (ctx cat) dependent offset
and is determined based on the block types, as shown in

Table I.
In lossless coding, since transform and quantization are not

performed, all coefficients within a subblock do not separate
from dc and ac coefficients. As a result, block types corre-
sponding to are only used in lossless
coding. Therefore, we can fix the context category value

Fig. 7. Distribution of average absolute level values according to the scanning
position (Beer garden Depth View5).

TABLE II
AVERAGE NUMBER OF CONSECUTIVE TRAILING ONES

in the context modeling stage for significant coeff flag and
coeff abs level minus1.

In lossy coding, the context index increment for signifi-
cant coeff flag was designed based on the expectation
that the occurrence probability of a significant coefficient is
likely to decrease as the scanning position increases, as shown
in Fig. 3. Therefore, is determined according to the
scanning position.

However, in lossless coding, the occurrence probability
of a significant coefficient is independent of the scanning
position, as shown in Fig. 3. Therefore, in lossless coding,
we do not consider in the context index decision for
significant coeff flag . As a result, is given by

(2)

In order to determine the context index increment for
coeff abs level minus1 , we use two adequately
designed sets of context models: one for the first bin (bin

) and another one for the remaining bins (bin indices
1 to 13) of the UEG0 prefix part. In lossy coding, at the end
of the scanning position, abs level is likely to observe the
occurrence of successive called trailing ones. In addition,
abs level is going to be larger as the scanning position de-
creases, as shown in Fig. 7. Based on these observations,
is determined according to the accumulated number of encoded
trailing ones (NumT1(i)) and the accumulated number of en-
coded levels with absolute value greater than one (NumLgt1(i)),
where means the scanning position.

Table II represents the average number of consecutive
trailing ones according to the quantization parameter (QP).
In lossless coding, the number of consecutive trailing ones is
larger than that in lossy coding. Moreover, the average absolute
differential pixel value in lossless coding is independent of
the scanning position, as shown in Fig. 7. Based on these
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TABLE III
ENCODING PARAMETERS

observations, we designed a new context modeling method for
coeff abs level minus1 in lossless coding.

Since the number of consecutive trailing ones turns out to be
relatively larger than that in lossy coding, we modify the upper
bound of NumT1(i) from 3 to 5. Therefore, for encoding the first
bin of the UEG0 prefix part, the corresponding context index

is determined by

(3)

(�)>1
(4)

In lossy coding, decision of the context index incre-
ment for the remaining bins of the UEG0 prefix part

is based on the expectation that abs level
is likely to increase at the low frequencies. However, the dif-
ferential pixel value in lossless coding is independent of
the scanning position, as shown in Fig. 7. Therefore, we
do not use in the context index deci-
sion for the remaining bins . Finally,

is calculated by

(5)

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In order to examine efficiency of the proposed method, we
performed experiments on several depth map sequences. We im-
plemented our proposed method in the H.264/AVC reference
software version JM 13.2 [9]. Table III shows the encoding pa-
rameters for the reference software.

The proposed method consists of three parts.
1) Method I: Proposed significance map coding.
2) Method II: Proposed binarization for level coding + pro-

posed context modeling.
3) Method III: Method I + Method II.
Our proposed method was applied to lossless depth map

coding by modifying the semantics and decoding processes,
but not requiring any changes in the syntax elements of the
H.264/AVC standard. In our experiments, we compared coding
performance with bit-rate percentage differences:

%

(6)

In Table IV, we indicate that the proposed method improves
coding performance by approximately 4% bit saving in loss-

TABLE IV
COMPARISON OF SAVING BITS

less depth map coding, compared to the original CABAC in the
H.264/AVC standard.

V. CONCLUSION

In this letter, we propose an improved context-based adaptive
binary arithmetic coding (CABAC) for lossless depth map
coding. Considering the statistical differences in residual data
between lossy and lossless depth map coding, we modified
the CABAC encoding mechanism based on the modified
significance map coding, binarization for differential sample
value, and context modeling. Experimental results demonstrate
approximately 4% bit saving improvement compared to the
current H.264/AVC CABAC.
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