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1. Introduction 

This document reports experimental results of the depth estimation on 'Cafe' sequence in 
response to EE1 of 3D video coding [1]. After we performed the depth estimation by 
DERS 5.0 assisted by semi-automatic data, we manually refined the erroneous parts of 
depth videos. The comparison was done by original views and synthesized views. 

2. Results of Depth Estimation 

2.1. Description of Depth Estimation 

We performed the depth estimation experiment following the description of EE in the 
document N10720 [1]. The depth estimation was performed by using the semi-automatic 
mode implemented by Nagoya University. Table 1 shows parameters for depth estimation 
used in these experiments. 
 

Table 1. Parameters for depth estimation 

Search range 30 ~ 90 

Precision Half-pel 

Smoothing coefficient 1.0 

Matching block 3x3 

Depth estimation mode Semi-automatic (Nagoya) 

Temporal weight 0.6 

View number 2, 3, 4 

 
 



2.2. Semi-automatic Mode 

As mentioned before, we exploited the semi-automatic mode implemented by Nagoya 
University. Since supplementary data, manual disparity map, manual edge map, and 
manual static map, are required for the semi-automatic depth estimation, we made them 
by Adobe Photoshop CS4. Figure 1 shows the semi-automatic inputs for the 49th frame. 
For more accurate depth estimation, we added as many inputs as possible; 1st, 49th, 99th, 
149th, 199th, 249th, 270th frames in each viewpoint. 
 

  
(a) Original color image                                   (b) Manual disparity map 

   
(c) Manual edge map                                         (d) Manual static map 

Figure 1. Semi-automatic inputs for the 49th frame of view 3 
 

2.3. Depth Video Refinement 

From the depth estimation experiments, we obtained relatively reliable quality of depth 
videos. However, we found some erroneous regions degrading rendering quality. Figure 2 
shows results of view synthesis. As shown in Fig. 2(b) and Fig. 2(c), erroneous regions 
on background cause rendering errors. Therefore, we manually removed them and refined 
the depths on background by using the same method as reported in M17490 [2]. Figure 
2(d) shows the refined depth map. As a result, the rendering quality of synthesized image 
as shown in Fig. 2(e) was increased. 
 



   
(a) Depth map (view 2)              (b) Depth map (view 4)           (c) Synthesized view (view 3) 

  
       (d) Refined depth map (view 4)   (e) Synthesized image (view 3) 

 
Figure 2. Results of view synthesis 

 

2.4. Results of View Synthesis 

The final depth map and the synthesized image are shown in Fig. 3. The average PSNR 
between the original color video and the synthesized video for the view 3 was 34.1635 
dB. From the result, we noticed that these depth videos guaranteed the good quality of 
synthesized video. 
 

  
     (a) Depth map                                               (b) Synthesized image 

Figure 3. Results of view synthesis 



3. Conclusion 

In this document, we reported the depth estimation and view synthesis results for ‘Cafe’ 
sequence. In conclusion on EE1, the depth videos guarantee the good quality for the view 
synthesis in terms of average PSNR of the synthesized views and the subjective quality. 
We are ready to demonstrate these results for the viewing test in this meeting. 
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