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1. Introduction 

This document describes the modified depth data of ‘Newspaper’ sequence. The 
current depth data of ‘Newspaper’ sequence are provided by Samsung [1], and those are 
used for EE4. Although experts have agreed those are acceptable as reference data [2], 
they pointed out that the virtual views still have visual artifacts on background. For 
maturity of depth data, we have modified depth values of background with a table-based 
depth modification method. The synthesized images using the modified depth data shows 
better rendering quality; visual artifacts on the background have been removed clearly. In 
order to conduct EE4, we have provided them to Poznan University.  

2. Visible Artifacts and Depth Modification 

Visual artifacts appear due to the wrongly estimated depth value. Since refining the 
depth value around object boundary is an open problem, most of sequences have similar 
artifacts. By ongoing several EEs, the depth data of ‘Newspaper’ have been improved 
significantly, but it still have visual artifacts on background as shown in Fig. 1. Those 
artifacts are due to the false depth values in the depth data as shown in Fig. 2. The 
background area should be the value of 33, but those areas are around 95.  
 

 
< original>                                                < synthesized> 
Fig. 1. Visual artifacts on synthesized image 



 

 
< depth map of view2>                                 < depth map of view3> 

Fig. 2. Depth maps of 143rd frame 
 

In order to remove artifacts from the synthesized image, we modify the depth values 
using the table-based depth modification method as depicted in Fig. 3. Since the first 92 
frames have accurate depth values for the target region, we can use them as a reference 
depth. The target frames have unstable and erroneous depth values because of the moving 
objects. First, we make a table by observing the color and depth values of the reference 
frames. Then, we select one closest color for the target frame from the table. Indicating 
the target area of frame, we can specify the ROI (region-of-interest) area. In case of 
‘Newspaper’, we set the reference frame as from 0 to frame 92, and the target frame as 
frame 93 to 299 frame. The target areas are set as Table 1. 
 

Make a color 
reference table

Mapping depth value

Color image Depth image

Reference frame
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Fig. 3. Procedure of depth modification method 

 
Table 1. Target area 

View Number Top left Bottom right 

2 (489, 0) (824, 376) 

4 (378, 0) (785, 372) 

6 (312, 0) (824, 376) 

 



In the step of depth mapping, we select one closest color from the mapping table. If 
the difference of the target color and the closest color is less than a threshold, we 
overwrite the corresponding depth value to the target pixel. Otherwise, we use the current 
depth as it was. Figure 4 is a comparison of depth images between the previous depth and 
the modified depth. The modified depth images show more clear depth values on the 
background region. The consequent synthesized images showed better quality as well. 
Figure 5 shows PSNR values for whole 300 frames. The first 92 frames are the same with 
the previous one, but from the 93rd frame, the quality has been improved 

.  
 

 
(a) Current depth images: view2 (left), view4 (center), view6 (right) 

 

 
(b) Modified depth images: view2 (left), view4 (center), view6 (right) 

 

    
(c) Synthesized images using modified depth: view3 (left), view5 (right) 

 
Fig. 4. Comparison of depth images and synthesized images 
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Fig. 5. PSNR values of virtual view5 images 

 
To change the depth data of ‘Newspaper’ sequence, we have discussed the use of 

modified depth data with chairs of 3DVC group by mailing list, and they have allowed 
using them. Thus, we have provided the modified depth data to Poznan University. For 
preparation of 3D viewing, we will bring the modified depth data and synthesized images 
according to conditions in N11095. 

3. Conclusion 

We have modified the depth data of ‘Newspaper’ sequence to remove visual artifacts 
from the background region. Those data shows better rendering quality. To conduct EE4, 
We have sent the modified depth data to Poznan University. We are ready for 3D viewing. 
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