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of L. We show that such L can be chosen if and only if L includes a subspace determined by the noise covariance
matrix. By computer simulations, we demonstrate that there is a considerable difference between the minimum and
non-minimum variance reconstructions.

Wed-AM.RS11.3 A Hybrid Approach for Sparse Adaptive Filters Under Highly Colored Inputs

Osamu Toda, Masahiro Yukawa, Shigenobu Sasaki, and Hisakazu Kikuchi
Department of Electrical and Electronic Engineering, Niigata University, Japan

Abstract We address an adaptive filtering problem for sparse linear systems excited by highly colored input signals. A
proportionate approach is known to accelerate the convergence speed by exploiting the sparseness of the systems,
while a transform-domain approach is known to alleviate the decay of the convergence rate for highly colored inputs.
We highlight the improved proportionate NLMS (IPNLMS) and transform-domain NLMS (TD-NLMS) algorithms. The
present experimental results show that the gain of IPNLMS against TD-NLMS changes from positive to negative as the
input auto-correlation becomes strong. We propose a hybrid approach of IPNLMS and TD-NLMS, taking the
advantages of both algorithms by means of a time-variant convex combination of the two matrices employed by those
algorithms. Numerical examples show the efficacy of the proposed algorithm.

Wed-AM.RS11.4 Doppler Method for Identification of Noise Sources on Underwater Moving Target

Lingji Xu, Yixin Yang, and Feng Tian
School of Marine Technology, Northwestern Polytechnical University, Xi’an

Abstract According to Doppler shift of moving acoustic source signal, a method is proposed for identification of noise
sources on underwater moving target with single hydrophone. The weak Doppler shift curves due to target moving are
obtained by utilizing high accuracy ST-Chirp-z algorithm. Considering the sources with small frequency interval, high
frequency resolution ST-ESPRIT algorithm is used to extract the Doppler shift curves. After curve smoothing with outlier
removing and median filtering, the abeam time when noise sources have the nearest distance to hydrophone is
estimated by least square method. Locations of multiple noise sources are obtained with the reference point of a
beacon at last. The results of experiment in anechoic water tank showed the validity of this new method, and verified its
high localization accuracy.

Wed-AM.RS11.5 _Neuron Modulation: A Digital Modulation Based on Spiking Neuron Models

Soo-Chang Pei and Shih-Gu Huang
Graduate Institute of Communication Engineering, National Taiwan University, Taipei

Abstract In this paper, a novel digital modulation technique based on spiking neuron models is proposed. Thanks to
the extremely simple and low-power spiking neuron circuits, this modulation scheme allows a less complex receiver at
the cost of a more complicated transmitter. Accordingly, it is a good candidate for downlink transmission. Since the
transmitted signal is generated based on Shannon'’s interpolation formula, it is approximately bandlimited. Spectral
analysis shows that the proposed scheme is as spectrally efficient as QAM wherein a root-raised-cosine filter with a
small roll-off factor is employed. A comparison of the bit error rate performance of the proposed scheme and QAM is
also described.

Wed-AM.RS12: Signal Processing Systems: Design and Implementation (SPS)

Time:  10:20-12:00, October 19, Wednesday 2011
Venue: Floor 1, Li Shan

Wed-AM. RS12.1 Regularity Guaranteeing Implementation of DWT Designed under Lifting Structure
Masahiro Iwahashi” and Hitoshi Kiya'

Nagaoka University of Technology, Niigata, 980-2188, Japan
” Tokyo Metropolitan University, Tokyo, 191-0065, Japan

Abstract This report introduces a regularity guaranteeing section in implementation of a discrete wavelet transform
(DWT) to reduce an artifact, which is due to finite word length expression of coefficients, in a reconstructed signal. The
DWT is initially designed to satisfy the regularity under long enough word length of coefficient values. However these
are truncated to shorter length in implementation to reduce computational cost. Then some errors are observed in a
reconstructed signal. In this report, we implement the liting DWT in a non-lifting form, instead of the lifting form. It
includes a regularity guaranteeing section so that the DWT always satisfy the regularity in spite of shortening word
length. It was confirmed that an oscillation in a reconstructed signal was completely suppressed.

Wed-AM. RS12.2 _View Extrapolation Method using Depth Map for 3D Video Systems

Cheon Lee and Yo-Sung Ho
Gwangju Institute of Science and Technology (GIST)

Abstract The next generation 3D video systems employ the view synthesis method that generates virtual viewpoint

images using depth data to provide realistic and comfortable depth impression. It is suitable for the advanced

stereoscopic displays or the auto-stereoscopic displays since it can generate multi-view images. To provide high-quali-
S
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View Extrapolation Method using Depth Map
for 3D Video Systems

Cheon Lee and Yo-Sung Ho
Gwangju Institute of Science and Technology (GIST)
261 Cheomdan-gwagiro, Buk-gu, Gwangju, 500-712, Republic of Korea
E-mail: {leecheon, hoyo}@gist.ac.kr, Tel: +82-62-715-2263

Abstract— The next generation 3D video systems employ the
view synthesis method that generates virtual viewpoint images
using depth data to provide realistic and comfortable depth
impression. It is suitable for the advanced stereoscopic displays
or the auto-stereoscopic displays since it can generate multi-view
images. To provide high-quality virtual view images, the 3D
video system should minimize the visual artifacts induced by the
hole regions. Particularly, the visual artifacts arise severely
during view extrapolation due to lack of information from the
reference views. In this paper, we propose an efficient extra-view
generation method, which is useful for the auto-stereoscopic
displays in the circumstance that the number of provided
viewpoint is not sufficient at the displays. First, we propose a
framework that generates outer viewpoint images. Second, we
propose an efficient hole filling methods in spatial and temporal
directions. Using objective and subjective evaluations, we
showed that the proposed method generate high-quality extra-
viewpoint images.

L INTRODUCTION

New generation of three-dimensional video (3DV) is coming.
In fact, research on 3D imaging has a long history from the
studies on stereopsis. It is the process in human visual system
leading to the perception of depth impression from the two
slightly different projections of the world onto retinas of the
two eyes; it was the first description by Charles Wheatstone in
1838 [1]. He invented a stereoscope to show that stereopsis
can be realized by creating illusion of depth from flat pictures
that includes differences in horizontal disparity. In recent
years, research efforts have been strengthened due to the
advanced of IT technologies from capturing to display.

There are two main issues on 3D video technologies, i.e.,
the data compression on multi-view video data including
supplementary data and the 3D rendering without visual
fatigues. Since the amount of 3D data is greater than a single
viewpoint video, an efficient video coding for 3D video
contents is highly required; it is a core technology in 3D video
service. Recently, the moving picture experts group (MPEG),
which is working group to set standards for audio and video
compression and transmission, started activities on 3D video
systems since 2001 [2].

As a first step of standardization, they explored various
technologies related on 3D video in the name of 3D audio-
visual (3DAV). After exploring related 3D technologies, the

multi-view video coding (MVC) was developed which
compresses multiple viewpoint video under the joint video
team (JVT) in 2007; it was the first phase of FTV (free-
viewpoint TV) work. Afterward, as a second phase of FTV
work, the standardization activity on 3D video coding
(3DVC) has started in 2008. The primary goal of 3DVC is to
define a data format and associated compression technology
to enable the high-quality reconstruction of synthesized views
for various types of 3D displays [3].

For comfortable and safe 3D rendering, selecting optimal
baseline is very important; it highly depends on the disparity
range of a 3D scene and viewing position of a user. Assuming
that a user can adjust the depth range in manual, generating
virtual viewpoint images and selecting proper views can be a
good approach to provide optimal 3D scene.

Generating additional view uses depth data for shifting
viewpoint from the reference view to the virtual view.
Regarding the position of the virtual view, we can classify the
generation method into view interpolation and view
extrapolation. For the intermediate viewpoint between the
reference views, we use the view interpolation method, while
the outer viewpoints use the view extrapolation. For example,
based on Fig. 1, the reference views are V|, V,, and V;; hence
the intermediate views, V,, V3, Vs, and Vg use the view
interpolation and the outer views V_j, Vy, Vg, and V, use view
extrapolation.

Position 2 Position 3

Position 1

3D Display
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Fig. 1. 3D rendering using view interpolation and view extrapolation

Both view generation methods are based on the 3D image
warping (these will be described in the following section), but
uses different hole filling method. For the case of view



interpolation, hole filling is rather easy because most of the
holes are can be found at the other reference view except for
the common hole [4],[5]. However, for the case of view
extrapolation, there is no referable information in the
reference view. Therefore, an efficient hole filling method is
strongly necessary to generate high-quality outer viewpoint
image [6]. In this paper, we propose a framework for view
extrapolation and an efficient hole filling methods for view
extrapolation.

II.  VIEW EXTRAPOLATION METHOD

A. 3D Image Warping for Viewpoint Shifting

The 3D image warping is a basic technique that shifts the
viewpoint using depth map. By defining the pixel
correspondences between views using depth information, we
obtain a synthesized image at the virtual viewpoint. Since the
depth value describes the distance between the camera and
objects in the scene, we can find the corresponding 3D point
of a pixel in the reference image. Re-projecting the 3D point
to the virtual viewpoint, we can find the geometrical relations
between the references and virtual views.

Using this pixel correspondence between the reference
view and the virtual view, we obtain the viewpoint shifted
image. Mapping the correspondent colors from the reference
view to the virtual view, we can obtain a synthesized image; it
is called forward warping. However, in practice, we use
backward warping as shown in Fig. 2; we warp the depth
image to the virtual viewpoint and then we obtain the color
image of the virtual view. This method reduces the effect of
small holes. In detail, some pixel in the virtual view can be
mapped two or more corresponding pixels from the reference
view due to the rounding operation, while other pixels have
no corresponding pixel. This one-pixel-with hole is called
small hole, and it can be filled with a simple median filter.
Since a depth image has higher spatial correlations than a
color image, the backward warping is better than the forward
warping.

Reference
Depth Video
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to Target View
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(Synthesized Image)
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Fig. 2. Flowchart of view extrapolation

B.  Hole Filling Method for View Extrapolation

The most important process is the hole filling on the
viewpoint shifted color image. As we mentioned above, the
hole area is a newly revealed area at the virtual viewpoint. If
there are more than two reference views, the hole filling
process is much easier because the corresponding area for the
hole area might exist at the other reference view. However,
view extrapolation can use only one reference view; hence it
is much difficult to fill the holes without generating visual
artifacts and temporal flickering. In order to solve this
problem, we propose an efficient hole filling method for view
extrapolation as shown in Fig. 3. We use three data, the
synthesized color image, the synthesized depth map, and the
alpha map; these three data are available after the texture

mapping.
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Fig. 3. Hole filling method for extrapolation

The first step is reducing the useless textures existing in the
hole area. Some texture pixels are positioned at the middle of
hole area due to the false depth value. Even though these can
be used for the hole filling, its significance is rather small.
Therefore, we remove them from the synthesized image using
the median filter by conducting on the alpha map. We reflect
the results to both synthesized color and depth images. Since
the next process is hole extending to background, we need to
distinguish the background boundary from the hole area. If
the hole pixels exist in the middle of hole area, it is hard to
determine the background area.

background foreground

L N
v

\(

right d

Background

N boundary
Hole area

Foreground
boundary

Fig. 4. Extraction of background boundary by comparing surrounded
depth values

A depth map can be obtained in various approaches, e.g.,
using a TOF (time-of-flight) camera or a depth estimation



algorithm. Estimating the depth value of object boundary is
very hard problem and it may induce the boundary noise
problem; we have already proposed a solution for this [4]. To
remove such noise with a simple operation, we extend the
hole area toward background. We distinguish the background
boundary from the hole boundary by comparing the depth
values around hole area as shown in Fig. 4. If the left depth
value is 101 and the right depth value is 155, respectively, the
left one is located at the background; hence we determine that
the left pixel is in the background boundary. In this manner,
we obtain the background boundary as shown in the right
image of Fig 4. Extending the hole area toward background is
very simple. If the Euclidian distance of pixel is below
than./2 , we regards it as a hole.

The next process is determining color values of the hole
area. Here are some assumptions for hole filling. First, the
hole area would be the extended region of background.
Second, therefore, the actual depth value of the hole area
would have the similar value to the background. Third, the
depth value of background exists around hole region. Based
on these assumptions, we designed a bilateral filter
determining a color value for a hole pixel. Following the third
assumption, we choose a virtual depth value d for a target
hole pixel as described in Eq. (1); the minimum depth value is
regarded as a virtual depth representing background.

d= min D(u,v) (1)
D(u,vyeWw

where D and W denote the depth image and a block-based
window, respectively.

To determine a proper color for the common hole, we
consider three data as we mentioned above. In order to
discard the colors of foreground objects, we use the depth
information of neighboring reference pixels. The close objects
are more important in the sense of color. Hence we designed
an efficient hole filling filter as Eq. (2) which is modified
from the typical bilateral filter. Let the synthesized image, the
alpha map, and the depth map be /, a, and D, respectively, and
bilateral filter radius be r. For a typical pixel p = {x, y},
assume i, = {x—1,- ", x+r}, v,= {y—-1,- -, y+r}, we

determine the color of the common hole C as:
>3 W (u,v,d)- Cu,v)
ueli , vev, (2)

ZZW(u,v,dA)

ugl,vev,

C(x,y)=

~ 2
d,D(u,v)H

W (u,v,d) = exp(

) exp( LW L0V )
20;

2
20;,

where &) and o’ denote the standard deviations for depth

similarity and range smoothness.
The proposed bilateral filter considers only the available
pixels referring to the alpha map as:

C(u,v) =a(u,v)-I(u,v) “4)

The whole process performs iteratively until the whole hole
area are filled completely. With one operation, pixels of
background boundary are determined using the proposed filter,
and then update three data. As a result, the hole area are filled
iteratively from background to foreground.

Above proposed hole filling is designed for one still image;
it does not consider temporal consistency. Temporally
inconsistent virtual viewpoint view may have flickering
artifacts; it is a several artifacts for 3D viewing. Therefore, we
designed a temporal refinement method that consists of two
methods: availability of the hole area and fluctuation of depth
value in both previous and current images. First, we check the
usability of the previous frame for a hole area using both
alpha maps, a, ;and a,. We copy the texture of hole area from
the previous frame if there are valid textures which is visible
(non-hole). Second, in the case that two frames have the same
hole area between the previous and the current frame, we
copy the texture of the previous frame if the depth value of
current frame of the hole area is higher than that of the
previous frame. This method reduces the temporal flickering

III. EXPERIMENTAL RESULTS

We evaluated the proposed method using both subjective
and objective measures for the sequences provided MPEG
3DV adHoc group [7]. Table 1 presents the test sequences and
views for testing. The 3DV group has developed the view
synthesis reference software (VSRS) for generating
intermediate view images using two reference views [8];
which is one of popular approaches in depth-image-based-
rendering (DIBR) [9]. Based on the structure of VSRS, we
implemented the proposed extrapolation method to compare
the quality of results In VSRS, the implemented hole filling is
the inpainting method which determines the color for a hole
using neighboring pixels [10].

Table 1. Testing conditions for experiments

Test Reference  Synthesized Image Size Total
Sequences Views Views Frames
(OL-Or) (SoL-Sor)
Book_arrival 10-8 11-7 1024x768 100
Newspaper 4-6 3-7 1024x768 300
Cafe 2-4 1-5 1920x1080 300

For subjective evaluation, we compared the visual artifacts
of the synthesized images. From Fig. 5 to Fig. 7, we show the
comparison of the experimental results. All left image is the
original image for each view, the entire center image is the
result of VSRS, and entire right image is the result of the
proposed method. As a result, the results of VSRS show some
visual artifacts around the object boundaries; these are
because that the inpainting method considers only color
values around the holes, while the proposed method considers
the depth value and extend the colors of the background. The
proposed method discards the colors of the foreground objects
clearly, hence the hole area are filled with the similar color to



the background object. Since the proposed method uses the
modified bilateral filter, the hole filled area show rather
blurred texture. In addition, in Fig. 7, we can see the
background texture of around his head is very clear; it is the
improved result of the temporal refinement.

For objective evaluation, we compared the PSNR values
for both methods. Since all synthesized view has its own
original view captured by multiple cameras, we calculated
PSNR values. Table 2 presents the comparisons of PSNR
values. Some views were improved, but the other views were
worsened. The average quality for four sequences has been
increased as much as 0.72 dB. Although some views showed
lower PSNR values comparing to the VSRS results, the
improvement of subjective quality is obvious through the
experiments. We expect that this method can be useful for
achieving the advanced 3D video system for future
broadcasting technology.

(a) original (b) VSRS3.5 (c) proposed
Fig. 5. Comparisons of synthesized images of ‘Book arrival’
sequence

bl
-

(a) original (b) VSRS3.5 (c) proposed
Fig. 6. Comparisons of synthesized images of ‘Newspaper’ sequence

(a) original
Fig. 7. Comparisons of synthesized images of ‘Cafe’ sequence

(b) VSRS3.5 (c) proposed

Table 2. Results of objective evaluation using PSNR

Test Synthesized PSNR (dB) A PSNR
Sequences View VSRS3.5 Proposed (dB)
(a) (b) b)-@
Book_arrival 11 35.50 35.83 +0.33
7 34.54 34.33 -0.21
Newspaper 3 26.86 26.70 -0.16
7 31.98 31.62 -0.36
Cafe 1 30.73 33.39 +2.66
5 30.61 32.66 +2.06

IV. CONCLUSION

The multi-view image generation is an essential technology
for providing comfortable and realistic 3D viewing. When we
generate a virtual viewpoint image, hole regions arise due to
the lack of information in the reference view. In this paper,
we described the view extrapolation method using depth map
and efficient hole filling methods. Since the view
extrapolation method refers to only one reference view, we
need to determine the alternative textures considering the
neighboring pixels. We first determined the color values of
the hole region using the proposed bilateral filters which
considers the similarity of depth values for distinguishing
distance of objects. Basically, we neglected the colors of
foreground objects by comparing the depth values. Then, we
enhanced the temporal consistency using the proposed
temporal refinement method. By the experiments, the visual
artifacts were significantly reduced for the hole areas. Since
the proposed method generates high-quality virtual viewpoint
images, we expect that it is useful for both the advanced
stereoscopic displays and the auto-stereoscopic displays.
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