into blocks, and then the number of active speakers and their directions are estimated in each block. Thirdly, the pre-trained model with the nearest azimuth to each speaker is adapted to obtain a precise model, which is then used for time-frequency binary mask estimation. Finally, we separate every source appeared in each block and concatenate those sounds from same unit to reproduce the whole stream. The experiments are set up in a real meeting room. The results show that our method can separate multiple speech sources correctly with low distortion, and are competitive with the total un-blind separation results.

**Thu-PM.PS3.8  New Targets Number Estimation Method Based on Spatial Smoothing with Auxiliary Vectors**

Jing Wang and Jianguo Huang  
Northwestern Polytechnical University, Xi’an

**Abstract:** A Multiple Targets Detection method based on Spatial Smoothing (MTDSS) is proposed to solve the problem of source number estimation under color noise background. Forward-backward smoothing by using signal vectors on specific elements as auxiliary vectors is computed. By spatial smoothing with auxiliary vectors, the correlated signals are decorrelated, and the color noise is partially alleviated. The correlation matrix of forward-backward smoothed data is computed. Gershgorin radii of the smoothed correlation matrix are computed by unitary transformation. By exploring the inherent property of the covariance matrix, a threshold based on the Gershgorin radii is set to estimate the number of sources. Simulation results validate that MTDSS has effective performance under the condition of colored noise background and coherent sources.

**Thu-PM.PS3.9  Apple Internal Quality Classification Based on Electronic Signal Analysis Using Sparse Principal Component Analysis**

Mengbo You\(^1\), Cheng Cai\(^1\), and Huiling Ma\(^2\)  
\(^1\) College of Information Engineering, Northwest A & F University, Yangling, Shaanxi, 712100,  
\(^2\) College of Life Science, Northwest A & F University, Yangling, Shaanxi, 712100

**Abstract:** Apple internal quality classification is fairly important in fruit sales, packing and storage for producers and sellers. But internal properties like hardness, contents of vitamin, and ethylene are difficult to measure without damaging the tested apples. Therefore, we propose a damage-free apple internal quality approach using such electronic signals as impedance, admittance, conductance, etc. With these multidimensional electronic signals, we adopt Principal Component Analysis (PCA), Sparse Principal Component Analysis (SPCA), and Gray Relational Analysis (GRA) to classify apple internal quality. According to three sets of our experiments, it is verified that PCA, SPCA and GRA all work well, and that SPCA outperforms the other two in terms of requirement of electronic signals and classification accuracy.

**Thu-PM.PS3.10  The Design and Realization of a Divider with Adjustable Precision in Fingerprint Enhancement**

Weina Zhou\(^1\), Shuai Wang\(^2\), and Xiaoyang Zeng\(^3\)  
\(^1\) State Key Lab of ASIC & System, Fudan University, Shanghai  
\(^2\) Shanghai Maritime University, Shanghai

**Abstract:** The normalization of the fingerprint is an essential and important step in fingerprint enhancement, and its implementation needs some high speed dividers of different lengths and precisions. However, traditional division algorithm used many subtractions to get the result, and fix-point operations should also be implemented when either the divisor or the dividend is decimal, which both make the computation time consuming. A modified divider with adjustable precision and length based on Verilog is proposed in this paper. It can process both integer and decimal with any given precision conveniently, and its pipeline structure is also very useful to execute serial output of fingerprint data, which is very attractive to the normalization of the fingerprint. The paper described its operation and the data structure in detail, and the simulation result indicates that the velocity of the divider is quicker than other dividers, and it decreases the computation times efficiency.

**Thu-PM.PS3.11  A Hole Filling Technique in The Temporal Domain for Stereoscopic Video Generation**

Jae-II Jung and Yo-Sung Ho  
Gwangju Institute of Science and Technology (GIS) 261 Cheomdan-gwagiro, Buk-gu, Gwangju, 500-712, Korea

**Abstract:** In this paper, we describe a stereoscopic video generation system from one-view color video and its corresponding depth information. This system allows stereoscopic data to be transmitted through a limited bandwidth, but it has a mince hole problem in the synthesized view. Therefore, we propose a hole filling algorithm referring to neighboring frames as well as spatial neighbors. We synthesize both color and depth videos by 3D warping, and linearly interpolate the holes in the depth video. With the interpolated depth values, we search the corresponding color textures in the temporal domain and fill holes in the color image with them. Experimental results show that the proposed algorithm fills the hole regions properly in the complex background.

**Thu-PM.PS3.12  Real-time Stereo View Generation using Kinect Depth Camera**

Sang-Beom Lee and Yo-Sung Ho  
Gwangju Institute of Science and Technology (GIS) 261 Cheomdan-gwagiro, Buk-gu, Gwangju, 500-712, Republic of Korea

**Abstract:** In this paper, we propose a stereo view generation algorithm using the Kinect depth camera that utilizes the
A Hole Filling Technique in The Temporal Domain for Stereoscopic Video Generation

Jae-Il Jung and Yo-Sung Ho
Gwangju Institute of Science and Technology (GIST), Gwangju, Korea
E-mail: {jijung, hoyo}@gist.ac.kr Tel: +82-62-715-2258

Abstract— In this paper, we describe a stereoscopic video generation system from one-view color video and its corresponding depth information. This system allows stereoscopic data to be transmitted through a limited bandwidth, but it has an empty hole problem in the synthesized view. Therefore, we propose a hole filling algorithm referring to neighboring frames as well as spatial neighbors. We synthesize both color and depth videos by 3D warping, and linearly interpolate the holes in the depth video. With the interpolated depth values, we search the corresponding color textures in the temporal domain and fill holes in the color image with them. Experimental results show that the proposed algorithm fills the hole regions properly in the complex background.

I. INTRODUCTION

As the 3D video service becomes popular, a variety of 3D display systems are selling well and various researches related to 3D image processing are being carried out [1][2]. Since the 3D video provides realistic and immersive feeling, these interests in 3D video have a bright prospect.

The 3D contents leading current 3D markets are produced on the basis of the stereoscopic image. The basic principle for stereoscopic perception is the binocular disparity of the human visual system [3]. Two slightly different images projected on the retinas of the eyes are fused in the brain. This process is simulated by having two cameras arranged with the same inter-ocular distance as the human eyes. The two cameras with coplanar image sensors will model the human visual system in respect to the difference in perspective between the two viewpoints. When each camera’s image is presented only to the corresponding eye of the viewer, the eye-brain will fabricate the stereoscopic depth of the image.

However, the storage and transmission of a stereoscopic video material involves a large amount of data. A stereoscopic video with a single left-right pair needs double raw data when comparing with a conventional 2D video. Therefore, a considerable research effort is focused on realizing compression to obtain savings in bandwidth and storage capacity.

Since a stereoscopic image pair essentially depicts the same scene from two different points of view, the independent coding of both images of a stereoscopic pair is redundant [4]. Multi-view video coding (MVC) can reduce amount of redundant data by using inter-view statistical dependencies [5].

The other approach for effective compression is encoding one-view color video and its corresponding depth map (one-view + one-depth) [6]. The depth video is a 2D array sequence whose pixel values represent distances of the color video. With the color and depth videos, the other color video of the stereoscopic pair is synthesized at a decoding part by depth image based rendering (DIBR).

Fig. 1  Bandwidth Comparison of single-view, stereoscopic and one-view + one-depth videos

Because the depth map is relatively simple and a single-channel array, this format can reduce a total amount of data. Figure 1 shows the comparison of bandwidth of each data format. This method has an additional advantage that we can freely control depth ranges of videos according to types of display devices. It is a hot issue in 3D video [7].

Despite of the advantages, it has a critical problem. When a decoding part synthesizes a virtual view with color and depth videos, occlusion regions appear. The occlusion is newly exposed region due to viewpoint change as shown in Fig. 2. Because the occlusion regions have no texture information in the input data, they look like holes on the synthesized video.

It significantly degrades the quality of the stereoscopic video. Various algorithms have been proposed to restore holes [8]. Most algorithms refer to neighbor textures of holes, and they are called inpainting algorithms. Since they make some textures out of nothing, their accuracy is not guaranteed, especially in complex regions.

In this paper, we explain the general procedure of stereoscopic generation and a temporal hole filling technique.
Because video data have a consecutive sequence of similar images, it is possible to find the texture information of hole regions from other neighboring frames.

It significantly degrades the quality of the stereoscopic video. Various algorithms have been proposed to restore holes [8]. Most algorithms refer to neighbor textures of holes, and they are called inpainting algorithms. Since they make some textures out of nothing, their accuracy is not guaranteed, especially in complex regions.

In this paper, we explain the general procedure of stereoscopic generation and a temporal hole filling technique. Because video data have a consecutive sequence of similar images, it is possible to find the texture information of hole regions from other neighboring frames.

II. STEREOSCOPIC VIDEO GENERATION

For the virtual view synthesis based on the depth video, we use the DIBR algorithm [9]. The depth video describes distances between the camera and objects in a scene, and 3D warping exploits the depth value to find the corresponding position between views. At first, we explain the 3D warping technique for viewpoint shifting. Then, we explain the temporal hole filling method.

Assuming that two cameras are calibrated, we can define the pixel correspondences between cameras with camera parameters. When a point $\hat{M}$ in world coordinate is projected to a camera, a pixel $\hat{m}$ in the image can be found using (1).

$$\hat{m} = A[R | t] \hat{M}$$

(1)

where $A$, $R$, and $t$ denote the intrinsic matrix, rotation matrix, and translation vector, respectively. The representations of a single point in a scene $\hat{M} = [X \ Y \ Z \ 1]^T$ and a projected point $\hat{m} = [x \ y \ 1]^T$ are the homogeneous forms.

We can put back a pixel $m_t$ in the transmitted image back the world coordinate using (2).

$$M_t = R_t^{-1} \cdot A_t^{-1} \cdot m_t \cdot d(m_t) - R_t^{-1} \cdot r_t$$

(2)

where the representations of $A_t$, $R_t$, and $t$ describes camera parameters of the transmitted view. $d(m_t)$ is a depth value of the pixel $m_t$. After this backward projection, we project $M_t$ into the virtual camera coordinates using (3).

$$m_v = A_v[R_v | t_v] M_t$$

(3)

As a result, we can find the relationship between two positions $m_v$ and $m_t$. By applying this process to all pixels in the transmitted video, we can get the virtual view at another view position.

III. TEMPORAL HOLE FILLING

After 3D warping, we need to fill the holes in the synthesized image to improve the visual quality. The holes are classified into two types. The first holes are come from round-off errors during 3D warping, and they are easily filled with neighboring pixel values without considerable quality degradation. The second holes are induced by view position change and appear near object boundaries. In general, the size of the second hole is larger than that of the round-off hole, the second holes locate between foreground and background objects. These holes are main factors degrading viewing quality of stereoscopic videos, and it is not straightforward to fill the holes with proper values. We, therefore, focus on the second holes in this paper.

The transmitted video consists of a consecutive sequence of frames. Therefore the texture of hole regions can be found from other frames if the camera does not move during a certain period as shown in Fig 3. It is a common assumption of video inpainting technique.

It is an irrational way to search an available texture for the current hole in whole frames. Therefore, we set the key frames to which are referred.

A. Warp depth map and fill holes

What is important in our temporal hole filling algorithm is to find the corresponding texture of the hole region from other frames. It is not straightforward because objects moves and they can hide the hole region. Therefore, it is not guaranteed...
that the co-located texture in the neighboring frame is the corresponding region of the current hole.

In order to find accurate the corresponding region, we consider the depth values of the hole region. During the 3D warping process, we warp not only the color video but also the depth video to estimate depth values of the holes. However, there are no depth values in the hole region, because they are also in the occlusion region. We estimate them with considering neighboring depth values. The texture of a depth image in general is simpler than that of a color image. Due to this property, linear interpolation of neighbor backgrounds’s depth values provides the reliable result as shown in Fig. 4.

![Fig. 4 Depth warping and hole filling](image)

**B. Find corresponding textures**

After filling the holes in the depth video, we search the corresponding textures of the hole from other frames. We select a reference frame to get accurate textures, which has proper texture information. This process is pixel-wise, and is only applied to pixels in hole regions. For high accuracy, we design the block-based function as (4).

$$N_{\text{ref_frame}}(i) = \arg \min_{i} \sum_{x \epsilon \text{ns}} w_{x} (\text{cur}_d_{i} - \text{ref}_d_{i})$$  \hspace{1cm} (4)

where \( n \) means the neighbors of the current position \( i \). \( \text{cur}_d \) is the depth value of the current frame, and \( \text{ref}_d \) is the depth value of the \( t \) th frame. \( w_{x} \) is a weighting factor for a temporal distance between the current and \( t \) th frames, and it is designed as

$$w_{x} = \exp(w |N_{\text{cur_frame}} - t| + 1)$$  \hspace{1cm} (5)

where \( N_{\text{cur_frame}} \) is the current frame number, and \( w \) is a controlling parameter. If the value of \( \sum_{x \epsilon \text{ns}} w_{x} (\text{cur}_d_{i} - \text{ref}_d_{i}) \) is greater than a certain value, (4) does not return the frame number.

By using (4) and (5), we select a reference frame for the hole, which has the similar depth values and is close to the current frame. After selection, we map the texture of the reference frame to the hole of the current frame as (6).

$$t_{i}(i) = \begin{cases} t_{i}(i) & \text{if } i \notin \text{hole} \\ t_{N_{\text{ref_frame}}}(i) & \text{else if } \exists \text{ref_frame}(i) \end{cases}$$  \hspace{1cm} (6)

where \( t_{i}(i) \) and \( t_{i}(i) \) mean the textures of the position \( i \) in the current and the \( x \) th frame, respectively. If \( N_{\text{ref_frame}}(i) \) does not exist, our method cannot be applied. This case is mostly relevant the holes near static objects. In this case, we apply the conventional spatial inpainting technique to fill the holes.

**IV. EXPERIMENTAL RESULTS**

In order to evaluate the performance of the proposed algorithm, we apply it to one-view and one-depth video. We synthesize the virtual view using 3D warping with the camera parameters given by sequence providers.

Figure 5 shows the results for the “Newspaper” sequence. The images in Fig. 5(a) are the warped and hole-filled images with our proposed algorithm. Fig. 5(b) shows the enlarged images of the hole region: without hole filling, with spatial hole filling [6], and with temporal hole filling. Our proposed algorithm shows the reliable results without boundary mismatches. Since “Newspaper” sequence has a simple background region, it is not easy to verify the differences between two algorithms.

![Fig. 5 “Newspaper” sequence](image)

Therefore, we chose another sequence whose textures of backgrounds are complex. Figure 6 is the result of the “Ballet” sequence. As you can see in the central image of Fig. 6(b), the conventional spatial inpainting algorithm cannot effectively restore holes near the background whose textures are complex (red dotted box).
Figure 7 is the result of the “mobile” sequence, and this sequence has very complex background textures. This sequence emphasizes the difference between conventional algorithm and our algorithm. The conventional inpainting algorithm is not able to restore the hole region, because spatial neighbors do not have background texture. In case of our method, the hole regions are estimated from temporal neighbors, and it can reconstruct textures in the background region.

V. CONCLUSIONS

To transmit stereoscopic video data through a limited bandwidth, stereoscopic video generation has been proposed. Although it improves coding efficiency, it has the hole filling problem. In this paper, we proposed the hole filling algorithm using texture information of neighboring frames. We synthesize both color and depth videos by 3D warping, and interpolate holes in the warped depth video. With the interpolated depth values, we find texture information of holes from neighboring frames. The experimental results show the proposed algorithm provides better results than the conventional spatial inpainting technique, especially for sequences having complex backgrounds.
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