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Abstract — In this paper, we present an immersive 

videoconferencing system that enables gaze correction between 
users in the internet protocol TV (IPTV) environment. After we 
capture the object using stereo cameras, we perform 
preprocessing techniques, such as camera calibration, color 
correction, and image rectification. The preprocessed images are 
down-sampled and disparities are computed by using the down-
sampled images. The disparity sequence is then filtered to improve 
temporal consistency. After central view synthesis, occlusion areas 
are decided and holes are filled. The entire system is implemented 
with parallel programming that is executed on the GPU for real-
time processing. Finally, the user can observe the gaze-corrected 
image through display. From experimental results, we have 
verified that the proposed stereo camera system is sufficient to 
generate the natural gaze-corrected virtual image and realize 
immersive videoconferencing1. 
 

Index Terms — Immersive videoconferencing, eye contact, 
gaze correction, stereo camera system, disparity estimation, view 
synthesis, IPTV. 

I. INTRODUCTION 

Recent development in computing power, interactive 
computer graphics, digital transmission, and immersive 
displays enables us to reproduce reality by computer 
simulations [1]. When users are exposed to such immersive, 
interactive, and perceptually realistic media, they report a 
sense of presence in the mediated environments. 

Television realized a human dream of watching a distant 
world in real-time. Moreover, it has been a great portion of 
visual system since it was invented. Nowadays, internet 
protocol TV (IPTV) provides us with more immersive 
feelings than ever before since the IPTV can service the 
bidirectional user interaction functionality. Here, IPTV is 
defined as multimedia services such as video, audio, text, 
graphics, and data delivered over IP based networks managed 
to provide the required level of quality of service and 
experience, security, interactivity, and reliability [2]. 

One of advantages of IPTV is videoconferencing. It is an 
interactive telecommunication technology which allows two 
or more distant users to interact through bidirectional 
audiovisual transmissions at once. Recently, many 
researchers are showing their interest in the development of 
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videoconferencing technology for consumer devices such as 
televisions, laptops, and cell phones, which are equipped with 
high-quality audio and video [3]–[5].Users can communicate 
with each other by adding cameras and microphones to these 
devices. However, these technologies do not realize the 
natural eye contact between conferees and directional gaze 
awareness is not considered. 

Eye contact is one of the most significant issue and 
challenging requirement for an immersive videoconferencing 
system. Although many conventional works have been 
proposed, these studies have not yet efficiently realized eye 
contact. One of the recent systems is a remote collaboration 
system based on a semi-transparent display to create an 
experience where local and remote users are separated only 
by a vertical sheet of glass. [6]. However, this approach 
cannot be widely used due to the expensive costs of hardware. 
Another videoconferencing system provides nearly resolves 
the eye contact issue by supporting the system with three 
cameras mounted on top of the displays [7]. In this approach, 
metaphor-based design methodology is used. However, due 
to the short distance from cameras to the displayed head of 
the remote users and the relatively long distance from local 
users to the display, the displacement angle regarding the 
viewing directions can be neglected. 

Recently, novel prototype systems using 3D image 
processing techniques have been proposed. The common 
issue of these systems is how to synthesize the image of the 
arbitrary viewpoint that users face. In order to generate the 
virtual view using 3D image processing techniques, depth 
information is required. It can be obtained directly from a 
depth camera using an infrared sensor [8], [9]. It also can be 
obtained by depth estimation algorithms with multiple 
cameras [10], [11]. One recent state-of-the-art algorithm 
proposed in an effort to solve the eye contact problem 
utilizing 3D image processing [12]–[15]. This prototype 
system uses three cameras mounted on the top of the display 
and an additional camera on the bottom of the display. The 
upper three cameras configure the L-type trifocal system and 
the acquired images are used as inputs of depth estimation for 
the small baseline. The lower camera is used for another 
depth estimation process for the wide baseline. The virtual 
view synthesis is performed by warping captured images. 
Still, this system is inappropriate for the practical IPTV 
environments due to complex setup and emergence of another 
concern, on how to solve the depth fusion issue. 

In this paper, we design an immersive videoconferencing 
system utilizing stereo cameras with convergent 
configuration. The main contribution of our work is to 
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configuration. The main contribution of our work is to 
propose a practical eye contact solution for immersive 
teleconferencing in interactive IPTV environments. The 
proposed system includes several 3D processing techniques 
such as image acquisition, preprocessing, disparity estimation, 
view synthesis, and image display. Furthermore, since one of 
the most important aspects of IPTV environments is real-time 
processing, the main processes of this system, which require 
massive computational time, are implemented by GPU 
programming. 

II. SYSTEM SPECIFICATION AND OVERALL FRAMEWORK 

Before describing the entire process in detail, system 
specifications and assumptions, which satisfies with IPTV 
environments and simplifies the process, are introduced. 

Figure 1 illustrates the specification of the proposed system. 
The proposed system utilizes two cameras on the left and 
right side of a display. The cameras are strictly fixed and the 
optical axes are faced toward the user. In addition, a single 
user is positioned within the recommended range of viewing 
distance from the display and gazes towards the middle of the 
display where the distant user appears [16]. In this setup, the 
existence of another user in between the prior user and the 
display is not allowed. In this paper, we introduce a compact 
and minimized camera setup for gazed-corrected image 
generation with stereo cameras satisfying IPTV environments. 
However, the setup of this system can be easily modified 
according to the applications and capabilities of other 
consumer devices such as laptops, cell phones, etc. 

Figure 2 represents the overall system framework of the 
proposed system to generate the gaze-corrected image for 
IPTV environments. The entire process is divided into five 
major steps: image acquisition, preprocessing, disparity 
estimation, view synthesis, and image display. 

In the preprocessing step, camera calibration is performed 
at first. After each camera is calibrated independently, the 
camera parameter is obtainable. From this, the images can be 
rectified using the derived camera parameters to adjust 
geometrical errors, such as horizontal and vertical 
misalignment of the stereo images. In order to reduce color 
inconsistency for the stereo images, we conduct the color 
correction. In the next step, disparity estimation, the 
preprocessed stereo images are down-sampled to reduce 

Stereo cameras with convergent configuration

 
Fig. 1. Specification of the proposed system. 

 
computational time. From the down-sampled images obtained 
from the current step, disparities for the virtual viewpoint are 
calculated. Since the disparity sequence is independently 
computed for each frame, it is temporally inconsistent and 
causes flickering artifacts. On this account temporal filtering 
is applied to the disparity sequence. In the fourth step, view 
synthesis is performed. With stereo images and the disparity 
map of the virtual viewpoint, the virtual image is synthesized. 
After occlusion decision and hole filling operation in the view 
synthesis stage, the gaze-corrected image is generated and 
finally displayed through the display. 

III. PREPROCESSING OF THE STEREO CAMERA SYSTEM 

If the camera setup is built in the system, the following steps 
can be skipped in the practical environment. The reason is that 
several parameters computed from the preprocessing stage will 
be left unchanged, once the camera setup is fixed in the device. 

A. Camera and Color Calibration 

As mentioned before, the system consists of two cameras 
with convergent configuration toward the user. In order to 
make the following processes easier, it is essential to find the 
relative camera information through camera calibration. For 
this purpose, we apply the camera calibration algorithm to each 
camera in our camera system and obtain projection matrices for 
each camera [17]. The projection matrix is calculated by 
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Fig. 2. System framework of gaze-corrected view generation for IPTV. 
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where Pl and Pr are the projection matrices of the left and right 
cameras, respectively. K, R, and t


represent the camera intrinsic 

matrix, rotation matrix, and translation vector, respectively. 
These projection matrices are used for image rectification. 

The color characteristics of captured images are usually 
inconsistent due to different camera properties, lighting 
conditions, and independent white balancing, even when the 
hardware type and the specification of the stereo cameras are 
the same. Thererfore, we resolve the color mismatch issue of 
the stereo images by using a color correction method [18]. 

B. Image Rectification 

When we capture images using stereo cameras, there 
geometric errors exist due to the misalignment of the cameras. 
This problem causes the pixel mismatch in the vertical and 
horizontal directions between stereo images. In addition, non-
uniform internal characteristics of the cameras, such as focal 
length and principal point, may also cause the geometric error. 

Therefore, it is essential to correct geometric errors in the 
stereo images. Image rectification is one of image processing 
techniques to reduce the geometric errors [19]. Image 
rectification is the process for transforming the original image 
pairs into rectified image pairs which have parallel epipolar 
lines. From the image rectification process, we can rearrange 
the optical axes of the stereo cameras so that the optical axes 
are parallel and only horizontal disparities in the stereo images. 

In order to minimize geometric errors, we first find the 
baseline of two cameras, the first basis of new axis v


.Then, we 

obtain the second basis v


 by calculating cross product of the 

optical axis vector of the left camera lz


 
and v


. The third basis 

v


 
is easily obtained by calculating cross product of v


 and v


. 

Consequently, we can obtain the new projection matrices of two 
cameras, Pl’ and Pr’. 
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(a) Original image 

 
(b) Rectified image 

Fig. 3. Image rectification results. 

Figure 3 shows image rectification results with overlaid 
images of stereo cameras. As shown in the enlarged figures, 
the image rectification algorithm corrects the geometric errors. 

IV. DISPARITY ESTIMATION 

A. Image Down-sampling 

In order to reduce computational time and realize real-
time processing, we first perform image down-sampling prior 
to disparity computation. Since the characteristics of the 
disparity map are simpler than those of the color image, it is 
sufficient that we apply a view synthesis algorithm using 
reliable down-sampled disparity map. Figure 4 shows the 
synthesized images with various down-sample rates. The 
white dots as shown in left figures are holes caused by 
incorrect disparities and truncation errors. From the 
synthesized images, proper down-sampling does not induce 
the serious degradation of image quality. 
 

  
(a) Original size 

  
(b) Half size 

  
(c) Quarter size 

Fig. 4. synthesized images with various down-sample rates. 
 

B. Disparity Computation 

With the down-sampled stereo images, disparities are 
computed. In the proposed system, we apply a global stereo 
matching algorithm using energy minimization to find 
corresponding points [11]. The energy function contains two 
assumptions. One is that a corresponding pixel should have 
the similar intensity. The other is that neighboring pixels are 
likely to have the similar disparities. These two assumptions 
are represented as the data term and the piecewise 
smoothness term of the energy function. The energy function 
EX(d) is defined by 
 

)()()( ,, dEdEdE smoothdata XXX   (6)

where Edata,X and Esmooth,X represent the data term and the 
piecewise smoothness term, respectively. d is the disparity for 
the virtual-viewpoint. 
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Unlike the conventional stereo matching algorithms, we 
directly estimate the disparity map of the virtual viewpoint to 
further reduce computational time. Figure 5 describes the 
disparity estimation process of virtual-viewpoint. 
 

Virtual-viewpoint 
Disparity Estimation

3D object

Left image Right imageVirtual image

(x,y)(x+d,y) (x-d,y)

 
Fig. 5.Disparity estimation of virtual viewpoint. 

 
In this disparity computation, the data term can be defined by 
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In order to minimize the energy function, hierarchical 

belief propagation (HBP) is used [20], [21]. It passes 
messages called belief around the graph constructed by four-
connected image grid. The message can be updated by 
several iterations. For a single iteration step, each neighbor 
pixel computes its message using the messages of the 
previous iteration. The smoothness term of the energy 
function is defined by 
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where )(, dM t
YX  represents the message passed from the 

pixel X to its neighbor pixel Y and ),( ddh X  represents the 

jump cost function that adopted the truncated linear model. ρ 
and η represents the weighting factor and the constant value 
controlling the increase of the jump cost function. In this 
paper, we set ρ=10 and η=L/8, where L represents the number 
of disparity levels. Figure 6(a) shows the process of message 
propagation. 

The HBP algorithm is performed from the coarse-to-fine 
manner to reduce the complexity of long range propagation 
and iteration of messages. This is called by multi-grid belief 
propagation. First, the initial message is calculated at the 
coarsest level. Then, the computed messages are used at the 

next finer level. Figure 6 shows two-level multi-grid BP. The 
message of pixel X at level i is used to compute four 
messages of X’ at the next level i-1. 
 

YXN(X)

N(X)

N(X)

 

(a) level i 

X’1 X’2

X’3 X’4

 

(b) level i-1 

Fig. 6. Process of message propagation with multi-grid. 
 

C. Temporal Filtering of Disparity Sequences 

The stereo matching algorithm was originally developed 
to compute the disparity map for the still images. However, 
since we deal with the stereo sequences and there is no 
consideration of temporal consistency in the HBP algorithm, 
the appliance of the same algorithm to the sequences is not 
desired. This algorithm fails to generate the temporally 
consistent disparity sequence. 

Ideally, in the case of static objects or background, 
disparities should be the same for each frame if the camera 
configuration is fixed. However, since the disparity 
computation is independently performed for each frame, 
disparities of the static regions fluctuate. The temporal 
inconsistency problem of the disparity sequences affects the 
rendering quality of the synthesized images and leads to 
flickering artifact discomforting viewers. 

In order to quantitatively investigate the disparity 
fluctuation, we calculated the average disparity of the static 
region, as shown in Fig. 7. Figure 7(a) shows the static region 
for 100 frames and Fig. 7(b) shows the average disparity. As 
shown in Fig. 7(b), the average disparities of 100 frames are 
severely fluctuated even though disparities of the static region 
are unchanged. 
 

 
(a) Static region for 100 frames (b) Disparity fluctuation 

Fig. 7. Disparity fluctuation of static regions. 
 

As mentioned before, the disparity sequences are 
temporally inconsistent since the original stereo matching 
algorithm is independently operated for each frame. 
Therefore, we modify the energy function by adding a 
temporal consistency term [22]. The temporal consistency 
term refers to the previous and next disparities when 
estimating the current disparities. The modified version of 
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energy function and the temporal consistency term Etemp,X(d) 
are defined by 
 

)()()()( ,,, dEdEdEdE tempsmoothdata XXXX   (11)




 XX

X

,,

, )(
nextprev

temp

dddd
dE   (12)

 
where λ is the weighting factor. dprev,X and dnext,X represent the 
disparities of the previous and the next frame, respectively. 

V. GAZE-CORRECTED VIEW SYNTHESIS 

With the disparity map of the virtual viewpoint, we can 
synthesize the gaze-corrected image. The detailed process of 
view synthesis is depicted in Fig. 8. Left and right images are 
shifted to virtual viewpoint using the disparity map. Then, the 
occlusion areas are decided. After two synthesized images are 
integrated and the remaining holes are filled, we can finally 
obtain the gaze-corrected image. 
 

Left 
image

Disparity 
map

Right 
image

Disparity-based
view synthesis

Disparity-based
view synthesis

Occlusion decision

Synthesized image integration

Hole filling

Gaze-corrected image
 

Fig. 8. Flow chart of view synthesis. 
 

A. Occlusion Decision 

Since we compute the disparity map of virtual viewpoint, 
we can obtain the virtual image using disparities. In order to 
avoid the view shift of occlusion areas, it is required to decide 
occlusion areas of virtual viewpoint before shifting left and 
right images. Therefore, we make the occlusion map with 
four labels as defined by 
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Occluded pixels are labeled by shifting view from the 
virtual viewpoint to the left and right viewpoints. Figure 9 

shows the example of occlusion map decision which has the 
following four labels: A=255, B=128, C=0, and D=1. 
 

 
(a) Left image 

 
(b) Right image 

 
(c) Disparity map 

 
(d) Occlusion map 

Fig. 9. Example of occlusion map decision. 
 

B. Synthesized Image Integration 

The second step of view synthesis is to integrate the left 
and right images to the virtual viewpoint. Although two 
shifted images contain disocclusion areas and holes, many of 
them can be reduced via image integration. There are three 
methods for image integration: left reference, right reference 
and view blending. The left/right reference method initially 
fills with the left-/right- shifted image, then fills the 
disocclusion areas and holes with the image of the other 
viewpoint. The position of pixels can be easily calculated by 
 

   yyxDxIyyxDxIyxI RLv ),,(),,(),(  (14)
 
where D(x,y) represents the disparity at pixel (x, y). 

A view blending method uses the weighting sum of two 
images. It is represented by 
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where α represents the weighting factor. In this process, we 
set α=0.5. Since the view blending method causes boundary 
mismatch artifact as many conventional works mentioned, 
visual quality is degraded. Therefore, we use the left/right 
reference using the occlusion map in this process. 

C. Hole Filling 

Although occlusion decision and synthesized image 
integration process fills the outmost of pixels of the virtual 
viewpoint, unknown holes which cannot find the same fetch 
from the reference images due to wrong disparities or 
truncation error still remain. Thus, we have to find the most 
plausible disparities by using the information of neighbor 
pixels. The representative hole-filling methods are image 
interpolation and inpainting [23], [24]. In order to obtain the  
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VI. EXPERIMENTAL RESULTS AND ANALYSIS 
In order to evaluate our algorithm, we constructed the 

stereo camera system, as shown in Fig. 10. The display size is 
42 inches and the viewing distance is 2.7m, as the 
recommendation denoted [16]. The convergence point of the 
stereo cameras is at the maximum viewing distance. The 
camera baseline is dependent to the display size, where it is 
around 1.0m in these experiments. The resolution of the stereo 
cameras is 1280×960 at 15 fps. For real-time disparity 
estimation, the stereo images are down-sampled up to 640×480. 

Stereo cameras

Display

PC

 
Fig. 10. System construction. 

 

 

 

 

 
(a) Left image (b) Right image (c) Disparity map 

 

 

 

 
(d) Occlusion map (e) Gaze-corrected image

Fig. 11. Results of gaze-corrected view synthesis. 

best quality of the hole-filled image, we use the neighboring 
background and their geometric information. This is because 
the information of background pixels is more reliable 
compared to that of foreground pixels by definition of the 
disocclusion. Hence, we fill out holes with neighboring pixels 
containing background disparity. 
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A. Disparity Estimation and View Synthesis 

Figure 11 shows the results of gaze-corrected view synthesis. 
These results are obtained by different lighting conditions and 
the background. Although we can observe some errors near the 
object boundary, we have realized the natural gaze-corrected 
images, as shown in Fig. 11(e). Figure 12 shows the enlarged 
figures of gaze-corrected images. From Fig. 12(c), we noticed 
that the eye contact problem is efficiently resolved. 

Since the large disparity fluctuation can lead to flickering 
artifact of the virtual image, quantitative verification is operated 
by calculating the average disparity of static regions and 
checking the amount of disparity fluctuation. 

Figure 13 shows the average disparity of the static regions, as 
denoted in Fig. 7. The dash and solid lines represent the average 
disparity of the independent disparity estimation and the result 
with temporal filtering, respectively. As shown in Fig. 13, in the 
case of independent operation, average disparities are severely 
fluctuated, whereas the proposed disparity estimation with 
temporal filtering remarkably reduced the disparity fluctuation. 

B. GPU Implementation 

We implemented parallel programming that is executed 
on the GPU for real-time implementation. The architecture of 
the CPU and GPU are different. While the GPU possesses 
many cores capable of calculating floating point operation, it 
has a small number of instruction control units. Thus, we call 
the GPU structure a Single Instruction Multiple Threads 
(SIMT). Accordingly, GPU programming is greatly suitable 
for general image processing algorithm due to the fact that all 
pixels are likely to have the same operation. The data 
independency is an important condition of SIMT parallel 
processing. That is, all pixels should be executed 
simultaneously. 

In these experiments, we implemented the entire process 
with the parallel GPU programming. Table I shows the 
execution time of each process. From the results, the proposed 
system enabled the real-time processing up to 15.6 fps. 
 

 

 

(a) left image 

 

 

(b) right image (c) gaze-corrected image

Fig. 12. Enlarged images of view synthesis results. 
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TABLE I   
EXECUTION TIME 

Process Computational time (ms) 

Image down-sampling 4.19 

Image rectification 0.4 

Disparity computation 1.33 

Belief propagation 53.6 

View synthesis 4.6 

Total 64.12 (15.60 fps) 

VII. CONCLUSIONS 
In this paper, we have presented a new approach to 

generate a gaze-corrected image from the stereo camera 
system in the IPTV environments. We have used 3D image 
processing techniques, disparity estimation and view 
synthesis, to solve the eye contact problem. In order to reduce 
computational time, we have modified the energy function in 
the disparity computation step. We then performed the 
temporal filtering of disparity sequences to reduce the 
disparity fluctuation and flickering artifacts of the virtual 
images. In the last step, we finally synthesized a virtual image 
using the disparity map of the virtual viewpoint and the 
occlusion map. Experimental results have verified that our 
proposed system realized the natural gaze-corrected image 
efficiently in real-time. Therefore, our proposed system could 
be helpful for various applications since the system can be 
easily modified according to the applications and capabilities 
of other consumer devices. 
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