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Abstract — Disparity acquisition is beneficial to various 3D 

multimedia applications, i.e., free viewpoint TV (FTV), 3DTV, 
and 3D scene model reconstruction. In this paper, we propose an 
efficient disparity map estimation method with occlusion 
handling taken into account. In order to detect occlusion, we 
obtain left and right initial disparity maps via optimization based 
on modified constant-space belief propagation, a low complexity 
algorithm. The initial disparity maps provide clues for occlusion 
detection. From the clues, an energy function is defined and 
optimized by energy minimization framework. We define two 
occlusion types and apply suitable occlusion handling processes, 
accordingly. The proposed occlusion handling method extends 
disparity values of visible pixels to occluded pixels. Experimental 
results show that our method provides near-ground truth 
occlusion and a superior disparity map compared to other state-
of-the-art methods with occlusion handling. Our contribution 
provides solid advantages regarding disparity map estimation, 
which is useful for various 3D multimedia applications1. 
 

Index Terms — 3DTV, FTV, occlusion handling, stereo 
matching. 

I. INTRODUCTION 

Recently, 3D entertainment systems have received a lot of 
attention mainly due to the financial success of many 3D films. 
Generally, 3D experience is achieved by the process of left 
and right eyes seeing slightly different scenes. In other words, 
3D perception is derived from two separate views. In order to 
represent 3D, several data formats have been proposed. 
Texture-plus-depth approach, one of these formats, uses an 
ordinary 2D image accompanied by a depth map. As 
discussed above, two views are necessary for 3D perception. 
The non-existing view can be synthesized by employing depth 
image based rendering (DIBR) [1]. Some of the benefits 
include the flexibility to render views with variable baseline 
and increased compressibility of depth data [2]. Thus, this 
format is practical for many 3D multimedia applications.  

Depth information can be acquired by several methods: active 
sensor based, passive sensor based, and hybrid sensor fusion 
depth estimation. Active sensor based method [3] employs a 
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physical sensor to measure depth data directly, while passive 
sensor based method extract depth data from 2D images 
indirectly. Hybrid sensor fusion method combines both methods 
to make up for weakness of each method [4], [5]. Active sensor 
based and hybrid sensor fusion methods require expensive 
physical sensors such as depth cameras. Thus, we adopt a passive 
sensor based depth estimation that acquires depth data with low 
price, although occlusion handling is a bit more problematic.  

Disparity information can be converted into depth 
information by using a stereo image pair in combination with 
triangulation [6]. Stereo matching, widely researched topic in 
computer vision, is one of the most useful methods to acquire 
disparity information from stereo images. Stereo matching 
acquires disparity information by finding the corresponding 
points in the other image. The correspondence problem is to 
compute the disparity map which is a set of displacement 
vectors between corresponding pixels. Essentially, two images 
of the same scene taken from different viewpoints are given 
and the images are assumed to be rectified for the sake of 
simplicity and accuracy. Consecutively, corresponding points 
are found in the same horizontal line of two images. A 
disparity map acquired by stereo matching can be represented 
by a gray scale image. Depth of each pixel is perceived from 
the disparity map. If an object is close to the viewpoint, the 
intensity in the disparity map is high.  

In general, stereo matching can be categorized into two 
approaches: local and global methods. Local methods are 
generally efficient due to its low complexity [7]. However, 
these methods blur object borders and removes small details at 
depth discontinuities depending on the size of correlation 
window. In order to solve this problem, global methods have 
been proposed [8]. Global methods define an energy function 
using Markov Random Field (MRF) and optimize this via 
several optimization algorithms such as belief propagation [9], 
dynamic programming [10] and graph cut [11], [12]. However, 
global methods are too computationally complex even for low 
resolution images and a small number of disparity levels. Thus, 
they are not suitable for practical use. Recently, several 
methods have been proposed to reduce the complexity of 
belief propagation [13]-[15]. We choose constant-space belief 
propagation (CSBP) [15] which is recently presented and 
significantly reduces complexity for practical use. 

Since stereo images are captured from different positions, 
occluded pixels which are only visible in one image occur. 
Therefore, accurate disparity estimation in these pixels is 
challenging. Moreover, occluded pixel detection and 
reasonable disparity assignment are crucial. If stereo matching 
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is not equipped with occlusion handling, inadequate results 
will be achieved, not practical for many applications.  

In this paper, we propose a stereo matching method with 
occlusion handling to estimate disparity map efficiently. We 
consider the low complexity optimization algorithm for 
practical use. We use cross check and warping constraints to 
detect occlusion accurately. The obtained occlusion is handled 
by potential energy functions, stochastically.   

The remainder of this paper is organized as follows. In 
Section II, we briefly explain the occlusion problem in stereo 
matching and conventional constraints for occlusion handling. 
In Section III, we explain our proposed occlusion detection 
and occlusion handling methods. Section IV analyzes 
experimental results of the proposed method. Finally, our 
conclusions are presented in Section V. 

II. OCCLUSION PROBLEM IN STEREO MATCHING 

Occlusion is an important and challenging problem in 
stereo matching. Fig. 1 illustrates how occlusion occurs. The 
bold lines are only visible in the left image, becoming 
occlusion.  

 

 
Fig. 1. Occurrence of occlusion in stereo images 

 
The simplest method for occluded pixel detection and 

disparity estimation uses cross-checking [16] and 
extrapolation. For each pixel, cross-checking tests the 
consistency of disparity values from left and right disparity 
maps, determining occluded pixels for occlusion handling. 
Subsequently, the disparities of visible pixels are extended 
into the occluded pixels by extrapolation.  

In general, ordering constraint and uniqueness constraint 
have been typically used for occlusion handling in stereo 
matching. The ordering constraint provides clues by 
preserving the order of matching along the scan line in two 
input images [17]. However, violation occurs around thin 
objects or narrow holes. Fig. 2 shows an example of such a 
violation. The uniqueness constraint [18] uses one-to-one 
mapping of the corresponding points between two input 
images. Several stereo matching methods which use 
uniqueness constraint alternate between occlusion estimation 
and disparity estimation. Disparity map and occlusion map are 
used for occlusion estimation and disparity estimation, 
respectively [12]. Yet, in these cases, the complex rate 
increases due to the large amount of iterations required.    

     
(a)                                         (b) 

Fig. 2. Violation of ordering constraint. (a) Left image (b) Right image 
 

There are several stereo matching methods with effective 
occlusion handling. Kolmogorov et al. properly addressed 
occlusion term in defining the energy function and optimize it 
using graph cut [12]. Regarding the occlusion term, solely 
depending on the uniqueness constraint remains as a 
disadvantage of this method. Liu et al. separately handled 
narrow occlusion and large occlusion, generating results by 
means of a local method [19]. Thus, utilizing the similarity of 
neighboring disparity values is challenging.  Ben-Ari et al. 
proposed a new energy function considering both 
discontinuity preserving and occlusion handling [20]. Yet, 
repetitive optimization significantly increases complexity. In 
the next section, we present an accurate disparity map 
generation method with avoiding the limits of the above 
methods.  

III. PROPOSED DISPARITY ESTIMATION METHOD 

The goal of the proposed method is to improve the 
conventional methods using the discussed constraints. We do 
not consider the ordering constraint due to its ambiguity.   

Fig. 3 represents the overall framework of the proposed 
algorithm. First, initial disparity maps are obtained for the left 
and right images with optimization via CSBP. Afterward, 
using the disparity maps, we perform occlusion detection 
followed by disparity estimation for occluded pixels. Lastly, 
we generate the final disparity map which is processed with 
occlusion handling.   

 

 
Fig. 3. Overall framework of our method 
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A. Initial Disparity Based on Modified CSBP 

Many stereo matching algorithms define an energy function 
and solve it through several optimization techniques such as 
graph cut [11] and belief propagation [9]. The energy function 
in MRF is defined in (1). 
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)(sD  is the data term of node s. )(, tsS  is the smoothness term 

between nodes s and t. sf  represents the state of each node s. 

)(sN  is the neighbors of the node s. In stereo matching, a 

node represents a pixel and the data term is generally defined 
by intensity consistency of pixel correspondences for 
hypothesized disparity. We use the luminance difference 
between two pixels as the matching cost. The matching cost as 
a data term of MRF is defined in (2). 
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LI  and RI  are the left and the right images, respectively. sx  

and sy  are horizontal and vertical coordinates of pixel s in the 

image. ds is disparity of pixel s. Td controls the data cost limit. 
The smoothness term is based on the degree of difference 
among disparities of neighboring pixels. In our method, the 
smoothness term is defined in (3). 
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sT  is the constant controlling to deny cost increase. The 

smoothness strength   is generally represented by a scalar 
constant. However, this smoothness strength is very sensitive. 
Thus, we adaptively refine the smoothness strength to let the 
method be more practical. First, color differences between 
pixel s and its neighboring pixels are calculated. If color 
difference is high, it may be regarded as an edge in the color 
image. We assume that the color edge in the color image is 
remarkably consistent with the depth edge in the depth image. 
The smoothness strength should be small in the depth edge. 
On the other hand, the smoothness strength can be high in 
non-edge. The color difference is defined as 
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The sum of absolute difference (SAD) is used as a difference 
measure and each color channel of R, G, and B components is 
used for color difference computation. After obtaining the 
color difference, the scale is controlled to set the average of 

the color difference to ‘1’. The new color difference scale is 
defined as follows. 

 
    max, /)( diffdiffdiffdiff meantsscale 1               (5) 

 
meandiff  is the mean of the color difference and maxdiff  is the 

maximum value of the color difference in the whole image. 

We replace   value in (3) with '  value to acquire a suitable 
smoothness strength.  
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The energy function is now completed. A global optimization 

method is used to find a disparity value which minimizes energy at 
each pixel. Belief propagation as an optimization method provides 
high quality results. However, the general belief propagation is too 
complex since the cost is converged after numerous iterations. In 
practice, when image size is N, the number of disparity levels is L, 
and the number of iterations is T, the computational complexity is 
originally O(TNL2) in standard belief propagation [9]. Hence, 
applying standard belief propagation is not sound for real 
applications. A low complexity algorithm is required even if the 
resulting quality is not as superior as that of belief propagation. Fast 
belief propagation algorithms reduces the complexity to O(TNL) by 
using hierarchical coarse-to-fine manner [13], [14]. Such an 
algorithm facilitates real-time computation if it is implemented by 
Graphic Processing Unit (GPU). However, a lower complexity 
algorithm is preferred for practical use. CSBP [15] is one of the 
fastest algorithms. Its complexity depends solely on constant space, 
O(1). However, the quality is not high enough. In the proposed 
method, we use CSBP with remarkable fast speed and refine the 
results sufficiently.  

B. Occlusion Detection 

We present two constraints for occlusion detection. These are 
warping constraint and cross check constraint which is a kind of 
uniqueness constraint. Concerning the warping constraint, all 
pixels in the left image are projected to the right image using the 
left disparity map to generate the left occlusion map. In the case 
of many-to-one mapping, if the disparity map is reliable, among 
the matching pixels in the left image, the one which possess the 
largest disparity value is selected as the visible pixel. The rest of 
the matching pixels become occluded pixels. However, since our 
initial disparity map based on the modified CSBP is not sufficient 
enough, we consider all the matching pixels as occluded pixels. 
Fig. 4 illustrates the warping constraint. The dark-colored pixels 
are regarded as candidates of occluded pixels.   

 
Left image

Right image
 

Fig. 4. Warping constraint 
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We define an energy function for warping constraint 
considering above characteristics.  
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),( LL DsG  is a binary map constructed by the warping 

constraint. Multiple matching pixels in the left image are set to 
‘1’. so  is the occlusion value. When pixel s is supposed to the 
occluded pixel, the occlusion value so  is set to ‘1’. bw  is the 
weighting factor which is applied to the pixel of the largest 
disparity value and the other pixels, differently.   

The cross check constraint evaluates the mutual consistency 
from both disparity maps. If a particular pixel in the image is 
not an occluded pixel, the disparity values from the left and 
the right disparity maps should be consistent as shown in Fig. 
5. The corresponding points have the same disparity value in 
both images. 

 

 
Fig. 5. Cross check constraint 

 
The energy function for cross check constraint is defined as 

follows.  
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LD  and RD  are the left and right disparity maps respectively. 

sx is a pixel in left image. When LC =1, it has a high 
possibility that a current pixel is occlusion.  

The final energy function for occlusion detection is defined 
as 
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(10) includes the difference of luminance component for the 
data term in addition to the warping and cross check constraint. 
This comes from the assumption that the large difference of 
luminance generates wrong matching even if a particular pixel 

is regarded as a visible pixel by two constraints. The last term 
represents the smoothness term for the energy function of 
occlusion detection and it uses SAD among the neighboring 
pixels of pixel s. This final function is optimized by belief 
propagation. 

C. Disparity Assignment for Occlusion 

After occlusion detection, the reasonable disparity value 
should be assigned to the occluded pixel. Since occlusion is 
only visible in one image, it is impossible to determine the 
accurate disparity value by means of conventional stereo 
matching. If we use the disparity values from neighboring 
pixels in the non-occluded region, disparity estimation in the 
occlusion region is possible. Generally, disparity values in 
occluded pixels are similar to those of visible pixels in the 
background. In the proposed method, we propagate the 
disparity values of visible pixels to occluded pixels.  

First, we classify occlusion regions into two parts: left-side 
and general. Fig. 6 shows the left image and the 
corresponding occlusion map. The circled part in Fig. 6 (b) is 
the left-side and the rest of the occlusion is the general part. 
Occlusion in the left-side is generated due to the non-
existence of left-side occlusion region in the leftmost of a 
right image. In this part, it is useless to estimate the disparity 
value using disparity values of the neighboring pixels, since 
our algorithm does not employ iterative optimization. Thus, 
we extend the disparity of the leftmost visible pixels to the 
left-side part for each horizontal line. 

 

   
(a)                                                              (b)  

Fig. 6. Two kinds of occlusion. (a) Color image (b) Occlusion map 

 
For the general part, we define a potential energy function. 

Let L(s) be the neighboring pixels whose distance from 
occluded pixel s is smaller than predefined distance and 

})(,|,{ sLttstsC   be the set of all nearby pixels which 

affect pixel s. The potential energy function for occlusion 
handling is defined in (11). 
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},|,{ CtddtsB ts   and to  is the occlusion value from the 

obtained occlusion map. ),( tsdist  is the distance between 

occluded pixel s and visible pixel t. tsdiff ,  is the color 

difference defined in (4). The disparity value, which has the 
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maximum value of (11), is determined as the disparity value 
for the pixel s. This process works at only occluded pixels 
which are near visible pixels. Thus, it completely handles 
thin or small occlusion. However, wide and large occlusion 
is processed at only near visible pixels. In order to solve this 
problem, we apply the potential energy function for 
occlusion handling one more time. At this time, we do not 
consider only visible pixels to assign the disparity value to 
occluded pixel since visible pixels are sufficiently 
propagated to the occluded pixels until the previous process. 
The second potential energy function for occlusion handling 
is defined as follows. 
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This function is very similar to (11). However, (12) does not 
consider whether the source for occlusion handling is a 
visible pixel or not. The proposed occlusion handling 
process assigns disparity values which have the maximum 
value of the potential energy function for occlusion handling 
without complex optimization methods. 

IV. EXPERIMENTAL RESULTS 

In order to evaluate the performance of our proposed 
method, we follow the methodology which measures the 
percentages of bad matching pixels [21]. First, we evaluate 
the occlusion map. The occlusion map in Fig. 7 illustrates 
the visual comparison of our occlusion maps with ground 
truth. Table I shows the percentage of the mismatching 
pixels between the proposed method and ground truth. 
These results verify that our occlusion detection method is a 
high performance method.  

In order to evaluate our final disparity map, we compare 
our proposed method with the other methods which have 
good performance with occlusion handling. Fig. 8 
demonstrates that the proposed method based on CSBP 
improves the quality considerably. Objective evaluation is 
presented in Table II. This measure is computed for three 
subsets of the image: non-occluded, whole, and 
discontinuity regions, denoted as “nonocc”, “all”, and “disc”, 
respectively. When the absolute disparity error is greater 
than one pixel, the pixel is regarded as the bad matching 
pixel. The subscript of error rate in Table II represents 
rankings among the presented methods. 

 
TABLE I 

EVALUATION FOR OCCLUSION MAP 

Image Tsukuba Venus Teddy Cone 

Error Rate(%) 1.74 1.16 4.75 6.78 

   
(a)                                (b)                                 (c) 

Fig. 7. Result of occlusion detection. (a) Original image (b) Proposed 
method (c) Ground truth 

 

   
(a)                                 (b)                               (c) 

Fig. 8. Final disparity maps. (a) CSBP (b) Proposed method (c) Ground 
truth 
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TABLE II 
PERFORMANCE COMPARISON 

Algorithm CSBP [8] 
Proposed 
method 

GC+occ [8] 
CCH+SegAggr 

[12] 
VarMSOH 

[13] 

Average ranking 4.42 2.33 2.75 2.92 2.58 

Tsukuba 

nonocc 2.004 1.422 1.191 1.743 3.975 

all 4.174 2.303 2.011 2.112 5.235 

disc 10.504 7.942 6.241 9.233 14.905 

Venus 

nonocc 1.484 0.913 1.645 0.412 0.281 

all 3.115 1.543 2.194 0.942 0.761 

disc 17.705 12.714 6.753 3.972 3.781 

Teddy 

nonocc 11.104 6.341 11.205 8.082 9.343 

all 20.205 13.621 17.404 14.302 14.303 

disc 27.505 17.591 19.802 19.803 20.004 

Cone 

nonocc 5.984 4.962 5.363 7.075 4.141 

all 16.505 12.703 12.402 12.904 9.911 

disc 16.004 14.443 13.002 16.305 11.401 

Average 
bad pixels 

11.345 8.041 8.274 8.072 8.173 

 

Fig. 9 and Fig. 10 show reconstructed models of 3D scenes 
for Tsukuba and Venus, respectively. In order to represent 3D 
scenes, we used mesh modeling. Laplacian smoothing was 
applied to all vertices of the mesh. Mesh smoothing by 
Laplacian smoothing reduces curvature variation and removes 
noise. The results of 3D scene reconstruction from an accurate 
disparity map make us easily feel the sense of distance.   
 

  
(a)                                                        (b) 

Fig. 9. 3D scene reconstruction for Tsukuba. (a) Mesh representation for 
3D scene (b) 3D scene modeling 
 

           

(a)                                                      (b) 

Fig. 10.  3D scene reconstruction for Venus. (a) Mesh representation for 
3D scene (b) 3D scene modeling 

Intermediate view1

Left view

Right view

Intermediate view2

Intermediate view3

Intermediate view4

Intermediate view5

 

Fig. 11. Intermediate view generation 
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An accurate disparity map allows users to interactively 
control the viewpoint and generate new views of a scene. 
Especially, this is a basis for free viewpoint television (FTV). 
With FTV, the focus of attention can be controlled by the 
viewer rather than the director. Fig. 11 shows several 
intermediate views obtained from two views and their 
disparity maps. The results demonstrate that our system is 
useful for various 3D multimedia applications.  

V. CONCLUSION 

In this paper, we proposed a disparity estimation method 
considering occlusion to generate 3D information. Initially, 
we applied modified CSBP for initial disparity map 
optimization. Consecutively, occlusion was detected by 
exploiting the warping constraint and cross check constraint. 
Further, in regards to occlusion handling, we assigned 
reasonable disparity values to occluded pixels. Experimental 
results show that our method produces more accurate disparity 
maps compared to other state-of-the-art methods. Therefore, 
our method will be a viable attraction to consumer product 
engineers.   
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