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Abstract- In this paper, we propose a post-processing 

method of the depth image from a Time-of-flight (TOF) depth 
camera. Although the TOF depth camera can measure the 
accurate depth information of the scene in real-time, it has 
several problems to overcome. The depth image captured by 
the TOF depth camera has the lens radial distortion, noise at 
object boundaries, and depth difference with respect to the 
stereo camera that is used at the same time. The proposed 
method is composed of four steps to solve these problems and 
then 3D warp the depth image to the stereo color image 
position. Finally, we obtain the accurate disparity information 
at the color image position and they can be utilized as the 
initial data for 3D contents generation. 

 

I. INTRODUCTION 

Various technologies related to the broadcasting system 
such as capturing, processing, encoding, decoding, and 
display devices have been gradually investigated since the 
TV broadcasting started. In recent years, three-dimensional 
TV (3DTV) or 3D video, represented as the movie Avatar, 
are considered as the next generation broadcasting that 
satisfies the increasing demand for more realistic 
multimedia services. Generating a 3D video content of a 
scene require image sequences from more than two 
viewpoints and depth information of the scene. Depth 
information indicates the range data of the scene and we can 
reconstruct the images at arbitrary viewpoints using these 
depth and color images. Then users can watch a natural and 
immersive 3D scene from the multiple view images on the 
3D display devices [1]. 

There are several methods to obtain depth information of 
the scene. Generally, there are two types: methods based on 
the passive range sensors and methods based on the active 
range sensors. In the passive range sensor type, the depth of 
the scene is generally estimated by using the captured two-
dimensional (2D) images. Stereo matching [2] is one of the 
most popular one, and there are also depth estimation 
methods such as shape from silhouette, focus, motion, and 
so on. These methods are efficient because the input data 
acquisition is easy. However, it is hard to obtain the high 
quality depth data from those methods due to some limits 
such as the illumination, color mismatch, occlusion, 
textureless regions, and so on. The accuracy of the scene’s 
depth data is important because the quality of reconstructed 
arbitrary viewpoint image totally relies on the quality of 
depth. 

The active range sensor based methods measure the 
scene’s depth using a measuring instrument such as a depth 

camera and a 3D range scanner. The time-of-flight (TOF) 
technology is one of the most powerful one to acquire the 
depth data. A TOF depth camera can measure the range 
from the camera to objects in real time. The principle of 
TOF is to measure the round-trip time of emitted signal of 
the sensor. Therefore, we acquire more accurate depth 
information of the scene compared to the passive range 
sensors. However, TOF technology also has several 
problems to overcome such as low spatial resolution and 
noisy acquisition depending on the capturing environment. 

In this paper, we introduce a post-processing method of 
the depth image that is captured by the TOF depth camera. 
In order to use the depth image of the TOF depth camera for 
the 3D image processing, we have to correct the inherent 
errors and distortion. After referring to the operation and 
characteristics of the TOF depth camera, we explain each 
step of the post-processing for the TOF depth camera image. 
We also capture stereo images and process them to verify 
the proposed method. Then, we show the experimental 
results and conclude this paper. 

 

II. TIME-OF-FLIGHT DEPTH CAMERA 

The operation principle of the TOF depth camera is to 
check the round trip time for emitted light from an 
illumination source of the camera to the object and back to 
the camera. The depth camera modulates its illumination 
and the imaging sensor measures the phase of the returned 
modulated signal at each pixel. The full-phase value is 
corresponding to the maximum range of the captured scene. 
The maximum range depends on the modulation frequency 
of the camera [3]. 

There are several TOF depth camera models. The first 
real-time TOF depth camera is ZCAMTM that was developed 
by 3DV systems. It simultaneously captures color and depth 
images in the SD resolution at the same viewpoint. However, 
this ZCAMTM has an optical noise of the output image and 
cannot measures any black-colored objects. Also its large 
volume bothers to compose various types of camera 
arrangement. 

After ZCAMTM, smaller and cheaper TOF depth 
cameras have been developed. Figure 1 shows SR4000 
developed by MESA Imaging, which is used our experiment. 
SR4000 is composed of the illumination cover and optical 
filter. The illumination cover protects the LEDs that emit the 
light, and the optical filter receives the arriving light emitted 
from the camera LEDs only. The volume of this camera is 
65x65x68mm. The minimum and maximum capturing 
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