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Depth Video Coding Using Adaptive Geometry
Based Intra Prediction for 3-D Video Systems
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Abstract—Depth video coding is an essential part of 3-D video
processing systems. Specifically, object boundary regions are im-
portant in depth video coding since these regions significantly af-
fect the visual quality of a synthesized view. In this paper, we pro-
pose an efficient depth video coding method to determine precise
intra prediction modes and thereby reduce the loss of boundary
information. To achieve this objective, we analyze and exploit sta-
tistical and geometric characteristics of the depth video. Experi-
mental results subsequently show that the proposed method per-
forms better than the original intra prediction of H.264/AVC in
terms of bit savings and rendering quality.

Index Terms—Depth video coding, geometry-based block parti-
tioning, intra prediction, 3-D video system.

I. INTRODUCTION

N EXT-GENERATION broadcasting technologies such as
3-D video (3DV) and ultra high definition TV (UHDTV)

have been widely researched as a combined system in attempts
to expand the experiences of viewers far beyond the capabilities
of current 2-D televisions. This system provides a more immer-
sive sense of realism and the function of free viewpoint naviga-
tion [1], and as such various applications have been developed in
conjunction with related fields such as computer graphics. One
of the most popular applications is free viewpoint video (FVV)
[2], which allows viewers to select an arbitrary viewpoint and
direction within a certain range. Another application is 3-D tele-
vision (3DTV) [3], which provides viewers with the 3-D depth
of a captured scene by copying a binocular vision system.

One difficulty of these 3DV applications pertains to the vast
amount of input data that must be compressed and transmitted
to viewers. 3-D contents are usually generated by multi-camera
setups or via 3-D modeling; thus, the amount of input data is sig-
nificantly larger than that of 2-D contents. In this point of view,
both efficient 3-D scene representation and 3-D content com-
pression are essential in 3DV systems, with video plus depth
(V+D) being one of the most common data formats [4] because
of its suitability for 3-D scene rendering and data compression.
Moreover, this format can be extended to multi-view scenarios
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for advanced applications such as auto-stereoscopic displays
[4].

Nowadays, various approaches have been proposed in
attempts to compress such data. One approach is to focus
on reducing the bitrate for depth video compression. In this
approach, common information is shared between color and
depth videos to reduce data redundancy. As examples, Oh et
al. [5] proposed a motion vector sharing method between color
and depth videos, and Na et al. [6] more recently proposed a
view synthesis prediction method for depth video coding. This
approach appears adequate with respect to bit-saving, though
it has strict constraints pertaining to encoding order and data
structure, thereby limiting its applicability in 3DV systems.

Another approach is to focus on the rendering quality of syn-
thesized views since the main function of depth data in 3DV sys-
tems is to assist in the synthesis of high quality virtual viewpoint
views. To date, a number of region-adaptive coding methods
have been introduced based on this approach. One example is
to increase rendering quality via the special handling of the ob-
ject boundary regions of depth video, since the boundary infor-
mation significantly affects the rendering quality of synthesized
views [7], [8]. This method results in good rendering quality, but
the compression ratio is less than adequate. To increase the com-
pression power, regions whose quality does not significantly
affect rendering quality can be encoded at a lower bitrate [9],
though this too cannot be a fundamental solution since it cannot
prevent quality degradation of the object boundary regions.

Therefore, a technique that preserves boundary information
well and gives a sufficient compression gain is strongly required
for 3DV systems. Previously, the geometry-adaptive block par-
titioning method by Dai et al. [10] was applied to color video
coding, and Kang et al. [11] proposed a modified version of it
for depth video coding. However, this early version required
further improvements since it was too dependent on the geo-
metric structures of the input sequences. In order to resolve this
problem, an improved version of the algorithm was proposed
[12]. This version is geometrically more robust since it adap-
tively selects a partitioning function according to the geometric
structure of the neighboring blocks.

In this paper, we propose a depth video coding method based
on this latest version of the adaptive geometry-based intra pre-
diction method. The proposed method is optimized and eval-
uated via a series of test sequences and publicly provided en-
coders, which includes a computational complexity analysis. In
addition, notable characteristics of the depth video are observed
and analyzed, and strategies for efficient depth video coding
are subsequently suggested. In order to evaluate the proposed
method, bitrates of the compressed depth videos, qualities of
the depth videos and synthesized virtual views, and subjective
qualities of the virtual views are also compared.

The remainder of this paper is organized as follows. In
Section II, we will review related works in order to better
explain our proposed method. The proposed method is then
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Fig. 1. Unique level distribution of depth video: (a) depth image and (b) texture
image. (a1), (a2) Content in depth. (b1), (b2) Content in texture.

described in Section III, and in Section IV, we present coding
performances and experimental results of the proposed method.
Finally, we conclude this paper in Section V.

II. RELATED WORKS

In this section, we first explain unique characteristics of depth
video that differ from those of color video. Next, we present
two strategies for efficient depth video coding based on these
observed differences and then introduce the concept of geom-
etry-based block partitioning, which is a key component of our
proposed method.

A. Characteristics of Depth Video Coding and Strategies

Most depth data has the same format as color video, YUV
8-bit, and thus can be compressed using color video codecs
such as H.264/AVC. However, compared to color video, depth
video has a number of different characteristics, which make
color video codec-based techniques for depth video coding less
efficient—in spite of the same format. An obvious difference
is the depth-level distribution. Depth video has no texture since
it consists solely of the distance information between the cap-
turing camera and an object. Therefore, most regions within an
object have very similar levels. Though this region is referred to
as a “homogeneous region,” regions around object boundaries
show abrupt level changes (cf. Fig. 1).

Another difference of depth video is its lower temporal con-
sistency than color video. In practice, depth data often show
this phenomenon, except for depth data generated by computer
graphics, since current depth capturing devices are not suffi-
ciently precise, or the results of depth estimation methods such
as stereo matching are not satisfactory (cf. Fig. 2).

Consequently, the unique depth-level distribution results in
characterized quadtree-based block partitioning, such that most
homogeneous regions are coded with the simplest and largest
prediction modes (e.g., SKIP, Inter 16 16, or Intra 16 16),
whereas boundary regions are coded with the smallest but sim-
plest prediction modes (e.g., Intra 4 4); in Fig. 3, each rect-
angular represents the size of a prediction block.

In addition, low temporal consistency phenomena are directly
connected to less efficient inter prediction (cf. Fig. 4). Usually,
a B-frame requires a lower bitrate than an I-or P-frame in color
video coding since it reduces temporal redundancy via its bi-di-
rectional inter prediciton scheme, though this is not the case here

Fig. 2. Temporal inconsistency phenomenon on MPEG test sequences: (a)
moving objects of “Pantomime” and (b) static objects of “Laptop”.

Fig. 3. Depth videos and their results of quadtree-based block partitioning: (a)
“Ballet” sequence and (b) “Breakdancers” sequence.

Fig. 4. Comparisons of bitrate per frame for “Pantomime” sequence: (a) results
of color video coding and (b) results of depth video coding.

since depth video has a lower temporal consistency as shown in
Fig. 2.

Taking account into these different characteristics of depth
video coding, we now suggest strategies for efficient coding
with respect to bit-saving and rendering quality. First, we need
to exploit spatial correlations as much as possible, because
exploiting temporal correlations in depth video is quite difficult.
Second, we have to focus on the boundaries because a relatively
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Fig. 5. Block partitioning comparison when a block contains a piece-
wise-smooth 2-D signal: (a) quadtree-based method and (b) geometry-based
method.

large number of residual data and quantization errors occur
around these regions.

B. Geometry-Adaptive Block Partitioning

In geometry-adaptive block partitioning [10], a prediction
block for the current block is divided into three regions via an
estimated line. Then, each region is independently predicted
based on available neighboring pixels. After this, the predicted
regions are combined into a single prediction mode instead
of dividing the current block into several sub-blocks, as in
conventional quadtree-based block partitioning (cf. Fig. 5).
Eventually, the used information for the current block parti-
tioning is encoded as side information.

This block partitioning method is generally efficient for depth
video coding since it provides an efficient intra prediction mode
around object boundaries when the current block can be locally
modeled as a piecewise-smooth 2-D signal, and depth video
often satisfies the ideal condition because of its simple level
distribution. Moreover, it is possible to increase the rendering
quality by increasing the quality of object boundaries of com-
pressed depth video since the rendering quality significantly
depends on the quality of object boundaries [13]. Therefore,
we can improve both bit-saving and the rendering quality by
applying the geometry-adaptive block partitioning scheme to
depth video coding.

In this paper, we modified the previous geometry-adaptive
block partitioning method and optimized it by exploiting unique
characteristics of the depth video. As such, the main differences
between the previous method and the proposed method are as
follows. First, the proposed method does not require side in-
formation for block partitioning at the decoder side since it es-
timates partitioning information from the geometric structures
of previously reconstructed and available neighboring blocks.
Second, the proposed intra prediction modes, partitioned and
independently predicted, adaptively alternate between the con-
ventional intra prediction modes of H.264/AVC.

III. PROPOSED ALGORITHM

In this section, we further explain our proposed method. The
analyzed characteristics of depth video coding enable us to
adopt previous geometry-adaptive block partitioning to depth
video coding. First, we can easily estimate a partition function
from the geometric structures of available neighboring blocks,
and thereby exploit the high spatial correlation of the depth
video signal. Second, we can quickly determine whether or not
the current block contains a boundary from the information of
neighboring pixels by inspecting their continuities.

Fig. 6. Block diagram of the proposed adaptive geometry-based intra predic-
tion.

Fig. 7. Standard deviation distributions according to each best Intra 16 � 16
mode and its divisions to connect PIPE types.

The block diagram of the proposed method is presented in
Fig. 6. The proposed method starts by investigating the stan-
dard deviations of the left and upper neighboring pixels to de-
termine whether or not the encoder uses the proposed method.
Since depth video signals have a high spatial correlation, the
most probable Intra 16 16 prediction mode and extrapolation
directions can then be predicted from the standard deviations.

Fig. 7 shows the distributions of standard deviations ac-
cording to each Intra 16 16 prediction mode when each mode
is selected as the best prediction mode for the “Ballet” depth
sequence, where the x-axis is the standard deviation of the left
neighboring pixels, and the y-axis is the standard deviation
of the upper neighboring pixels. From these results, we can
confirm that each prediction mode has a biased distribution
in a certain direction. Thus, we can predict the most probable
Intra 16 16 prediction mode based on the positions of the
standard deviations. For convenience, we divided the standard
deviation plane into four divisions, where each division maps
a partitioned intra prediction mode extension (PIPE) type and
position of neighboring block to be referred for the partition
function estimation.

The PIPE types define sets of Intra 16 16 prediction modes
to be constructed by the proposed method, and Table I shows
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TABLE I
PIPE TYPE AND NEIGHBORING BLOCK POSITION

Fig. 8. Process-chain for line detection using the Hough transform.

the PIPE types connected to each division, where the newly pro-
posed intra 16 16 prediction modes are written in italics.

A. Adaptive Partitioning Function Estimation

A partitioning function is required for dividing the current
block into two regions. After selecting the most probable pre-
diction mode and position of the neighboring block, the partition
functioning is estimated from the geometric structures of the se-
lected neighboring block. Fig. 8 illustrates the general process
for line detection using the Hough transform [14]. In additional,
the proposed method performs a curve-detection/fitting proce-
dure to obtain a more natural boundary. Thus, in the proposed
method, the current block is divided by an estimated line or a
curve function.

In Fig. 9, the flowchart describes the selection process for ob-
taining the best partitioning function. First, each process for an
estimation of the line-fitting or curve-fitting function is simul-
taneously performed using geometric structures from the pre-
viously reconstructed neighboring blocks. Next, the sum of the
square distance (SSD) of each fitting function is calculated. Be-
tween the two candidate functions, the function giving a smaller
SSD is selected as the best partitioning function.

After the partitioning function estimation, the validity of the
partitioning function is determined by investigating the posi-
tion of the neighboring pixel that the partition function passes
through. The partitioning function must pass one of the referred
neighboring pixels to be valid because the current block should
contain a boundary that passes through a neighboring pixel be-
fore we apply the proposed method. As such, if the partitioning
function is invalid, the process is terminated.

B. Partitioning the Current Block

In this step, partitioning equations are established using the
estimated partitioning function and its parameters. If a line func-
tion is estimated, two line parameters represent the line
function, and partitioning equations are established using these
two parameters. Similarly, if a curve function is estimated, three
parameters represent the curve function, and par-
titioning equations are established using these three parameters

Fig. 9. Flowchart for partitioning function estimation process.

for partitioning the current block [cf. (1)–(3)]. Equations (1) and
(2) are partitioning equations for line-based partitioning when
the left and upper neighboring blocks are referred, respectively.
Similarly, (3) is the partitioning equation for the curve-based
partitioning where the constants and represent the width
and height of the referred neighboring block, respectively.

Using these partitioning equations, the position of the cur-
rent pixel is placed into one of two regions (negative or
positive region) according to the output sign of the partitioning
equation (cf. Fig. 10):

(1)

(2)

(3)

C. Partitioned Intra Prediction Mode Extension

Once the current block is divided into two regions, each
region is independently predicted from available neighboring
pixels by various directional prediction methods. Then, the
predicted regions are used to construct a single partitioned intra
16 16 prediction mode.

In this manner, a set of partitioned intra prediction modes
is produced according to PIPE type, and the shape of the
partitioned current block is determined using an estimated par-
tition function. The partitioned intra prediction modes alternate
between conventional Intra 16 16 prediction modes. Thus,
no new bits-to-signal prediction modes are necessary. Fig. 11
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Fig. 10. Partitioning the current block into two regions: (a) horizontal
line-based block partitioning, (b) vertical line-based block partitioning, and (c)
curve-based block partitioning.

presents examples of the partitioned intra prediction modes
when the PIPE is type 2.

In the case of PIPE type 2, three line-based
or curve-based partitioned intra prediction modes

are generated depending on the
selected partitioning function, instead of using the conventional
horizontal, DC, and plane intra prediction modes (cf. Fig. 11).
First, the mode predicts each partitioned region in
the vertical direction, and it alternates between the conventional
horizontal prediction mode (mode number 1) where the region
in which the vertical prediction cannot be obtained is predicted
using the median value of its neighboring pixels. Similarly,
the mode predicts each partitioned region using
the median value of its available neighboring pixels, and it
alternates between the conventional DC mode (mode number
2). Finally, the mode predicts each partitioned region
in the same direction of the partitioning function slope, and
it alternates between the conventional plane prediction mode
(mode number 3).

Note that these modes are rarely selected as the best Intra 16
16 mode when the standard deviations belong to division 2

Fig. 11. Partitioned intra prediction modes when the PIPE is type 2: (a) line-
based block partitioning and (b) curve-based block partitioning.

from Fig. 7. Thus, we can allocate the mode numbers for the
conventional modes to the partitioned intra prediction modes;
thus, the most probable mode (mode number 0) plus the three
partitioned intra prediction modes are used to construct the final
candidates for the best Intra 16 16 prediction mode.

In the same manner, three partitioned intra prediction modes
are generated when the PIPE

is type 4 (cf. Fig. 12). The new modes alternate between the con-
ventional prediction modes (vertical, DC, and plane), except for
the most probable prediction mode (horizontal). In the case of
PIPE type 1, we cannot determine the most probable prediction
mode because all prediction modes are randomly selected as the
best Intra 16 16 prediction mode; thus, the conventional intra
prediction is used as it is.

On the other hand, four partitioned intra prediction modes
are generated

when the PIPE is type 3 (cf. Fig. 13), and these alternate
between the all conventional modes (vertical, horizontal, DC,
and plane).

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In spite of the recent activity of the Moving Picture Experts
Group (MPEG) 3-D video group in attempts to standardize
3DV systems [15]–[17], various depth data and image or video
compression tools such as JPEG2000 are still being widely
researched. Therefore, performance comparisons of related
works are troublesome in this research field. In this paper, we
first compared the comprehensive depth map coding perfor-
mances of the JPEG2000 encoder (Kakadu software) [18],
platelet-based encoder [19], and the proposed method using the
first frames of “Ballet” and “Breakdancers”, generated by the
Interactive Visual Group at Microsoft Research [20]. Then, to
compare the original H.264/AVC and proposed encoders, JM
reference software version 14.2 was used [21] to show specific
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Fig. 12. Partitioned intra prediction modes when the PIPE is type 4: (a) line-
based block partitioning and (b) curve-based block partitioning.

Fig. 13. Partitioned intra prediction modes when the PIPE is type 3: (a) line-
based block partitioning and (b) curve-based block partitioning.

contributions of the proposed method, including the coding
effects for quality of synthesized views.

Fig. 14 and Table II show the depth data, their properties,
and simulation conditions used in the second experiment. The

Fig. 14. Test depth sequences: (a) “Lampshade2”, (b) “Cones”, (c)
“Beer_garden”, (d) “Mobile”, (e) “Ballet”, and (f) “Newspaper”.

TABLE II
SIMULATION CONDITIONS

“Lampshade2” and “Cones” sequences are often used as the
ground truth for evaluating stereo matching algorithms [22].
Thus, these depth maps are quite reliable in spite of their small
holes. “Beer_garden” and “Mobile” sequences are computer
graphics, and thus show the most satisfying depth quality. The
depth sequences of “Ballet” and “Newspaper” [23] were gener-
ated by stereo matching algorithms, and hence contain relatively
noticeable depth errors.

To evaluate the coding performances, we used terms of the
Bjonteggard Delta BitRate (BDBR) and Bjonteggard Delta
PSNR (BDPSNR) [24], in addition to the view synthesis ref-
erence software (VSRS2.0) [25] and MPEG’s EE4 2-view test
scenario [17] for “Mobile”, “Ballet”, and “Newspaper” in order
to confirm the coding effects for the synthesized views. The
synthesis results are calculated from a summation of bitrate
pairs from the left and right depth videos and PSNR terms of
the synthesized views.

Comprehensive coding performances of related works are
compared in Fig. 15, which shows the rate-distortion (R-D)
curves for the proposed encoder, platelet-based encoder, and
JPEG2000 encoder for the “Ballet” and “Breakdancers” depth
maps. Although the PSNR values do not exactly reflect the
quality of the reconstructed images, we can see that the pro-
posed method is the best among all encoders; the coding gain
is more than 4 dB for “Ballet” and more than 2.5 dB for
“Breakdancers”.
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Fig. 15. R-D curves for depth map coding: (a) “Ballet” 5th viewpoint, frame
0, and (b) “Breakdancers” 5th viewpoint, frame 0.

Results of the second experiment are presented in Table III,
which show the contributions of the proposed method. From
the table, we can see that the proposed method provides better
coding performances than the original H.264/AVC encoder in
terms of rate-distortion. In particular, the “Lampshade2” se-
quence showed the best performance since it contained simple
boundaries, such as diagonal lines. Therefore, our method is
seen to be efficient when the input depth contains sharp and
simple boundaries. Another notable result is observed in the
synthesized views. The coding performance for the synthesized
views is much higher than that of the real depth video pairs. This
fact indirectly indicates that the proposed method is valid for im-
proving the rendering quality, and this effect becomes greater if
the input depth data includes smaller depth errors such as the
“Mobile” sequence, which is a computer graphic. Indeed, the
coding gain for the synthesized view of the “Mobile” sequence
was greater than 200% relative to the gain for its left or right
viewpoint.

It should also be noted that the proposed method increased
the computational complexity at both the encoder and decoder
sides due to estimation of the partitioning information and pro-
duction of partitioned intra prediction modes. Although we only
explained the encoder side process, it must be noted that the de-
coder follows exactly the same process except for the number
of partitioned intra prediction modes supposed to be produced.
Only one partitioned intra prediction mode is produced from its
mode information and PIPE type at the decoder side; therefore,
the amounts of increased computational complexity are slightly
smaller at the decoder side than at the encoder side. However, it
becomes greater when we measure it as a term of run-time per-
centage difference defined in (4):

(4)

Fig. 16 shows that the R-D curves for the “Mobile” sequence
where two curves, the 5th and 7th viewpoint curves, converge
at a low bitrate. This observation confirms that the proposed
method is less efficient at extremely high quantization parame-

TABLE III
EXPERIMENTAL RESULTS

Fig. 16. R-D curves for the “Mobile” sequence: (a) result of 5th viewpoint
depth video, (b) result of 7th viewpoint depth video, and (c) result of 6th syn-
thesized viewpoint color video.

ters (QPs) since geometric structures of previously encoded and
reconstructed neighboring blocks are significantly degraded.
However, in spite of the convergence of the two curves, the
curve for the synthesized result shows a more stable coding
gain due to the boundary effect [13].

Fig. 17 highlights the subjective quality of the synthesized
views of the “Ballet” sequence. These results directly confirm
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Fig. 17. Subjective quality comparisons for the 4th view of the “Ballet” se-
quence: (a) original 4th view, (b) the 4th view synthesized from the 3rd and 5th
depth videos with no compression, (c) the 4th view synthesized when the stereo
pair of depth videos is compressed by H.264/AVC, and (d) the 4th view syn-
thesized when the stereo pair of depth videos is compressed using the proposed
method.

that the proposed method noticeably contributes to an improve-
ment in the subjective quality of the synthesis view, even if the
coding gains are not as significant.

V. CONCLUSION

In this paper, we proposed an adaptive geometry-based intra
prediction method for efficient depth video coding. The pro-
posed method efficiently produced partitioned intra prediction
modes around object boundaries, which reduced residual data
related to data loss during the compression process. Our method
originated from adaptive geometry-based block partitioning,
and was optimized by utilizing the unique characteristics of
depth video: smooth depth-level distribution within an object
and sharp depth-level variation near object boundaries. Coding
performance was then evaluated in terms of a bit-saving, quality
of compressed depth video, and quality of synthesized view.
The experimental results confirmed that the proposed method
guarantees better coding performance for various types of depth
data and improved subjective quality of synthesized views, but
the proposed method has a trade-off between coding efficiency
and computational complexity.
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