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Abstract The H.264/AVC video coding standard adopted
context-based adaptive variable length coding (CAVLC)
as an entropy coding tool. By combining adaptive vari-
able length coding (VLC) with context modeling, we can
achieve a high coding performance. However, CAVLC in
H.264/AVC has the problem that VLC table prediction is not
always accurate. In this paper, we propose a new VLC table
prediction algorithm using the correlation between coding
modes of the current and neighboring sub-blocks and the
statistics of mode distribution in both intra and inter frames.
In addition, we can further increase correctness of VLC table
prediction considering the structural characteristics of mode
information in inter frames. Experimental results show that
the proposed algorithm increases correctness of VLC table
prediction by 10.07% and reduces the bit rate by 1.21% on
average without significant increment of encoding time.

Keywords H.264/AVC · CAVLC · VLC table prediction ·
Mode information

1 Introduction

The latest international video coding standard, H.264/AVC,
was developed by the Joint Video Team (JVT) from the
ITU-T Video Coding Experts Group and the ISO/IEC Mov-
ing Picture Experts Group [1]. To achieve a higher com-
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pression efficiency, H.264/AVC has adopted several pow-
erful coding techniques, such as variable block-size mac-
roblock modes, multiple reference frames, sub-pixel motion
estimation, various predictive direction modes in the intra
macroblock mode, deblocking filter, integer discrete cosine
transform (DCT), and efficient entropy coding techniques
[2–4].

Context-based adaptive variable length coding (CAVLC)
has two characteristics to improve coding efficiency: vari-
able length coding (VLC) method and context-based adap-
tive (CA) method. The VLC method plays an important role
in video coding using CAVLC. The principle idea of VLC
is to minimize the average codeword length. Shorter code-
words are assigned to frequently occurring data while longer
codewords are assigned to less frequently occurring data.
Another new important concept is the CA method. Previ-
ous video coding standards use a single VLC table to en-
code quantized transform coefficients. However, CAVLC in
H.264/AVC uses a predicted VLC table among the four VLC
tables by the characteristics of previously encoded syntax el-
ements for quantized transform coefficients [5, 6].

Since the VLC tables are designed to match context con-
ditions, coding efficiency of CAVLC is better than those of
previous schemes which use a single VLC table. This means
that efficiency of CAVLC depends on VLC table prediction.
However, since VLC table prediction is not always accurate
in the current CAVLC scheme, we cannot obtain a higher
coding performance. Therefore, we need to enhance the ac-
curacy of VLC table prediction.

In this paper, we propose a new VLC table prediction al-
gorithm for CAVLC in H.264/AVC. Considering the relation
between the VLC table and coding mode, we adopt two fea-
tures; the correlation between coding modes of the current
and neighboring sub-blocks, and the statistics of mode dis-
tribution to select a proper VLC table. Moreover, we further
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Fig. 1 Zigzag scan order for a 4 × 4 sub-block

increase correctness of VLC table prediction to encode the
current 4 × 4 sub-block by using the structural characteris-
tics of mode information.

This paper is organized as follows. After we briefly in-
troduce an overview of the CAVLC framework including
five coding steps, we explain how to determine a VLC ta-
ble for the current 4 × 4 sub-block in Sect. 2. In Sect. 3, we
propose a new VLC table prediction algorithm for CAVLC.
In Sect. 4, first, we compare the coding performance of
the conventional CAVLC with that of the proposed cod-
ing technique. Second, we compare the complexity of the
H.264/AVC and the proposed algorithm. Finally, we draw
the conclusion in Sect. 5.

2 Context-based adaptive variable length coding
in H.264/AVC

In this section, we briefly describe the CAVLC scheme in
H.264/AVC and explain a VLC table prediction algorithm.

2.1 Overview of CAVLC

The entropy coding method of the baseline profile uses the
zero-order Exponential Golomb (Exp-Golomb) code [7] and
fixed length code (FLC) for all syntax elements with the ex-
ception of the residual data, which are coded using CAVLC.
CAVLC is employed to encode residual data, zigzag scanned
quantized transform coefficients, for a 4 × 4 sub-block. Fig-
ure 1 illustrates the zigzag scan order for the sub-block.

CAVLC was designed to take advantage of several char-
acteristics of residual data in lossy coding: (1) after trans-
form and quantization [8], sub-blocks typically contain
many zeros, especially in high frequency regions; (2) the

Fig. 2 Flowchart of CAVLC

level of non-zero coefficients located in the highest fre-
quency region tends to be as small as one; and (3) the level of
non-zero coefficients tends to be larger toward the low fre-
quency regions. Then, taking into consideration the above
characteristics, CAVLC employs the syntax elements co-
eff_token, trailing_ones_sign_flag, level_prefix, level_suffix,
total_zeros, and run_before to efficiently encode residual
data. The encoding structure of CAVLC for a sub-block is
depicted in Fig. 2.

The detailed coding procedure of CAVLC is as follows:
In Step 1, we encode both the total number of non-zero

coefficients and the number of trailing ones as a combina-
tion, using a selected VLC table among the four VLC tables
(three variable length code tables (Num-VLC0, Num-VLC1,
and Num-VLC2) and one fixed length code table (FLC))
based on the number of non-zero coefficients in the neigh-
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Fig. 3 Upper (U) and left (L)

sub-blocks of the current (C)

sub-block

boring sub-blocks. A trailing one is one of up to three con-
secutive non-zero coefficients at the end of a scan of non-
zero coefficients having an absolute value equal to 1. If there
are more than three trailing ones, only the last three are
treated as trailing ones, with any others being coded as nor-
mal coefficients.

In Step 2, since trailing ones are all equal to ±1, they
only need the sign specification. Thus, the sign of each trail-
ing one is encoded with a single bit codeword (‘+’ = 0,
‘−’ = 1) in reverse order.

In Step 3, we encode the level (sign and magnitude) of
each remaining non-zero coefficient in the current 4 × 4
sub-block in reverse order. Each absolute level value is en-
coded by a selected Lev-VLC table from seven predefined
Lev-VLC tables (Lev-VLC0 to Lev-VLC6), with selection of
Lev-VLC table dependent on the magnitude of each recently
encoded level.

In Step 4, we encode the number of all zeros preceding
the highest frequency non-zero coefficient of each 4×4 sub-
block.

In Step 5, the number of consecutive zeros preceding
each non-zero coefficient is encoded in reverse order.

2.2 VLC table prediction scheme

At the first step, there are four VLC tables used to encode
both the total number of non-zero coefficients and the num-
ber of trailing ones in each 4 × 4 sub-block. Selection of
the VLC table depends on the number of non-zero coeffi-
cients in the current 4 × 4 sub-block which is predicted us-
ing the number of non-zero coefficients in the upper and left
sub-blocks. Figure 3 shows the upper and left sub-blocks (U
and L) of the current sub-block (C). The size of each sub-
block is 4 × 4.

When both upper and left sub-blocks are available, the
number of predicted non-zero coefficients for the current
sub-block is calculated by

NC = round(NU + NL)/2 (1)

where NC represents the number of predicted non-zero co-
efficients for the current sub-block. NU and NL are the
number of non-zero coefficients in the upper and left sub-
blocks, respectively. If only the upper sub-block (U) is avail-
able, NC = NU . If only the left sub-block (L) is available,
NC = NL. If neither is available, NC is set to zero. Using the
parameter NC , we choose an appropriate VLC table from

Table 1 Choice of VLC table
NC VLC table

0, 1 Num-VLC0

2, 3 Num-VLC1

4, 5, 6, 7 Num-VLC2

8 or above FLC

Fig. 4 Correct prediction rate of VLC table in H.264/AVC CAVLC

Table 1 for encoding both the total number of non-zero co-
efficients and the number of trailing ones in one 4 × 4 sub-
block.

2.3 Problems of CAVLC

Unlike VLC algorithms in previous video coding standards,
CAVLC selects one VLC table from the four possible VLC
tables adaptively according to the values of previous syntax
elements. Since VLC tables are context dependent, coding
efficiency of CAVLC is better than those of other schemes
which use a single VLC table in previous video coding stan-
dards.

However, H.264/AVC has a drawback that correctness of
VLC table prediction is low. Figure 4 shows the correctness
of VLC table prediction according to the four quantization
parameters (QPs). As shown in Fig. 4, the correct prediction
rate of VLC table for six test sequences (Foreman, News,
Container, Carphone, Claire, and Salesman) is about 55% on
average. Consequently, the optimal VLC table is not used for
encoding both the total number of non-zero coefficients and
the number of trailing ones in one 4 × 4 sub-block. There-
fore, it reduces coding efficiency.

3 Proposed VLC table prediction algorithm

3.1 Observation of VLC table according to the mode

For a given macroblock, H.264/AVC chooses the best cod-
ing mode from seven different potential prediction modes:
SKIP, 16 × 16,16 × 8,8 × 16,P 8 × 8, Intra4 × 4, and
Intra16 × 16. It also uses a rate-distortion optimization
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Fig. 5 Comparison of the occurrence probability of each VLC table according to the best coding mode for QP = 24

Fig. 6 Distribution of the best coding mode according to QP

(RDO) algorithm [9] to choose the best coding mode for
one macroblock.

Figure 5 shows the occurrence probabilities of VLC ta-
bles for the six modes: 16 × 16,16 × 8,8 × 16,

P 8 × 8, Intra4 × 4, and Intra16 × 16. We perform prelim-
inary experiments with 100 frames of Foreman and Car-
phone sequences in the QCIF format. The coding structure
of preliminary experiments is IPPP· · · P (only first frame is
encoded in intra coding and the other frames are encoded in
inter coding). In Fig. 5, solid lines and dotted lines indicate
the ideal VLC table that has 100% correctness of VLC ta-
ble prediction and the predicted VLC table that is used in
the original encoding process, respectively. From Fig. 5, we
can observe that the occurrence probabilities of VLC tables
are different according to the best coding mode. Moreover,
there is a difference between the occurrence probability of
the ideal VLC table and the occurrence probability of the
predicted VLC table at each best coding mode.

Figure 6 shows the distribution of the best coding mode
for the seven modes according to the four QP values. We
perform preliminary experiments with 100 frames. The cod-
ing structure is IPPP· · · P (only first frame is encoded in intra

coding and the other frames are encoded in inter coding). In
Foreman sequence, the most popular coding mode is P 8×8
in the low QP value. However, as the QP value is increased,
the occurrence frequencies of both SKIP and 16 × 16 are in-
creased. In News sequence, the most popular coding mode is
SKIP in all QP values. It is found that, in general, except for
SKIP, the occurrence frequencies of 16 × 16 and P 8 × 8 are
higher than those of other modes. Therefore, if 16 × 16 or
P 8 × 8 is occurred in the neighboring sub-blocks, the VLC
table for the current sub-block is likely to be predicted to be
the VLC table of the neighboring sub-block with 16 × 16 or
P 8×8. Using the statistics of mode distribution, we can de-
termine a proper VLC table for the current 4 × 4 sub-block.

3.2 VLC table prediction algorithm for intra frame

The available coding modes for a given macroblock in I-
slice include Intra4 × 4 and Intra16 × 16. In I-slice coding,
we develop some conditions for proper VLC table predic-
tion. In Table 2, BMC,BMU , and BML indicate the best
coding mode for the current (C), upper (U), and left (L)

sub-blocks, respectively (refer to Fig. 3). NC indicates the
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Table 2 VLC table prediction
conditions for
BMC = BMU = BML and
BMC = (BMU or BML) in
intra frame

Condition Current 4 × 4 sub-block mode NC

BMC = BMU = BML Intra4 × 4 round(NU + NL)/2

Intra16 × 16

BMC = (BMU or BML) Intra4 × 4 NIntra4×4

Intra16 × 16 NIntra16×16

Fig. 7 Two inter prediction modes

number of non-zero coefficients in the current 4 × 4 sub-
block. NIntra4×4 and NIntra16×16 represent the number of
non-zero coefficients in the 4 × 4 sub-block with Intra4 × 4
and Intra16 × 16, respectively.

In the first condition in Table 2, we can predict NC using
(1) regardless of the current 4 × 4 sub-block mode because
BMC,BMU , and BML are the same. In the second condi-
tion, if the current 4 × 4 sub-block mode is Intra4 × 4, the
probability that NC is similar to NIntra4×4 is high because
the occurrence frequency of Intra4 × 4 is higher than that of
Intra16 × 16 as shown in Fig. 6. Therefore, in this case, we
determine NIntra4×4 for NC . If the current 4 × 4 sub-block
mode is Intra16 × 16, the probability that the current 4 × 4
sub-block is included in one macroblock with Intra16 × 16
is high. This means that the characteristics of all 4 × 4 sub-
blocks in one macroblock with Intra16×16 are similar each
other. Therefore, in this case, NC is set to NIntra16×16.

3.3 VLC table prediction algorithm for inter frame

H.264/AVC supports all seven modes for a given mac-
roblock in P-slice. However, the occurrence frequencies of
Intra4 × 4 and Intra16 × 16 in inter frames are relatively
small against the occurrence frequencies of all other five
modes, such as SKIP, 16 × 16,16 × 8,8 × 16, and P 8 × 8,
as shown in Fig. 6. Thus, we do not consider Intra4 × 4 and
Intra16 × 16 in inter frames.

Figure 7 shows two inter prediction modes, 16 × 8 and
8×16. Label ‘A’–‘P’ and ‘a’–‘p’ represent a 4×4 sub-block
within one macroblock in 16 × 8 and 8 × 16, respectively.
We define two homogeneous regions and one boundary re-

gion in 16 × 8 and 8 × 16, respectively. In 16 × 8, one ho-
mogeneous region is composed of eight sub-blocks; ‘A’, ‘B’,
‘C’, ‘D’, ‘E’, ‘F’, ‘G’, and ‘H’ and the other homogeneous
region is composed of eight sub-blocks; ‘I’, ‘J’, ‘K’, ‘L’,
‘M’, ‘N’, ‘O’, and ‘P’. In 8 × 16, each homogeneous region
is composed of eight sub-blocks; ‘a’, ‘b’, ‘e’, ‘f’, ‘i’, ‘j’, ‘m’,
and ‘n’ and ‘c’, ‘d’, ‘g’, ‘h’, ‘k’, ‘l’, ‘o’, and ‘p’, respectively.
Each boundary region is composed of eight sub-block; ‘E’,
‘F’, ‘G’, ‘H’, ‘I’, ‘J’, ‘K’, and ‘L’ in 16 × 8 and ‘b’, ‘c’, ‘f’,
‘g’, ‘j’, ‘k’, ‘n’, and ‘o’ in 8 × 16.

In order to evaluate the influence of vertical and hori-
zontal boundaries on the selection of a correct VLC table
in 16 × 8 and 8 × 16, we compare the selection probabil-
ities of the same VLC tables in the homogeneous and the
boundary regions. First, in order to calculate the selection
probability of the same VLC table in 16 × 8, we compare
the VLC tables of (A, E), (B, F), (C, G), and (D, H) and the
VLC tables of (I, M), (J, N), (K, O), and (L, P) in the homo-
geneous regions. Moreover, we compare the VLC tables of
(E, I), (F, J), (G, K), and (H, L) for calculating the selection
probability of the same VLC table in the boundary region.
In 8 × 16, we compare the VLC tables of (a, b), (e, f), (i,
j), and (m, n) and the VLC tables of (c, d), (g, h), (k, l), and
(o, p) in the homogeneous regions. In order to calculate the
selection probability of the same VLC table in the boundary
region, we compare the VLC tables of (b, c), (f, g), (j, k),
and (n, o).

In Table 3, we can observe that the probability that the
same VLC table is selected in the homogeneous regions is
higher than the probability that the same VLC table is se-
lected in the boundary region in both 16 × 8 and 8 × 16.
Therefore, we can further increase correctness of VLC ta-
ble prediction considering these structural characteristics of
mode information in 16 × 8 and 8 × 16.

Table 4 shows three VLC table prediction conditions for
BMC = BMU = BML,BMC = BMU , and BMC = BML

in inter frames. In Table 4, NHomogeneous_Region represents the
number of non-zero coefficients of the 4 × 4 sub-block in
the homogeneous region. In these conditions, we classify the
current 4×4 sub-block into two different types; one includes
16 × 8 or 8 × 16 and the other includes 16 × 16 or P 8 × 8.

In the first condition in Table 4, if the current 4 × 4 sub-
block mode is 16×8 or 8×16, we check whether the neigh-
boring sub-block (upper sub-block or left sub-block) is in-
cluded in the boundary region or not. If either neighboring
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Table 3 Comparison of
probability of the same VLC
table selection in 16 × 8 and
8 × 16

Sequence QP 16 × 8 8 × 16

Homogeneous region Boundary region Homogeneous region Boundary region

(%) (%) (%) (%)

Foreman 20 41.10 36.83 47.36 44.10

28 57.60 55.09 57.52 56.41

News 20 54.58 44.66 45.81 37.79

28 47.96 45.30 54.30 53.05

Table 4 VLC table prediction
conditions for BMC = BMU =
BML,BMC = BMU , and
BMC = BML in inter frame

Condition Current 4 × 4 Whether the neighboring NC

sub-block mode sub-block is included in the
boundary region?

BMC = BMU = BML 16 × 8 or 8 × 16 Yes NHomogeneous_Region

No round(NU + NL)/2

16 × 16 or P 8 × 8 – round(NU + NL)/2

BMC = BMU 16 × 8 Yes Refer to Table 5

16 × 8 or 8 × 16 No NU

16 × 16 or P 8 × 8 – NU

BMC = BML 8 × 16 Yes Refer to Table 5

16 × 8 or 8 × 16 No NL

16 × 16 or P 8 × 8 – NL

Table 5 VLC table prediction
conditions for
BMC �= BMU �= BML in inter
frame

Current and neighboring sub-blocks mode Comparison of an occurrence frequency NC

SKIP, 16 × 16,P 8 × 8 C16×16 < CP 8×8 NP 8×8

C16×16 > CP 8×8 N16×16

SKIP, 16 × 16, (16 × 8 or 8 × 16) – N16×16

16 × 16,16 × 8,8 × 16 – N16×16

16 × 16, (16 × 8 or 8 × 16),P 8 × 8 C16×16 > CP 8×8 N16×16

C16×16 < CP 8×8 NP 8×8

sub-block is included in the boundary region, we can select
NHomogeneous_Region for NC . Otherwise NC is determined us-
ing (1). If the current 4 × 4 sub-block mode is 16 × 16 or
P 8 × 8, we can directly determine NC using (1).

In the second condition, if the current 4 × 4 sub-block
mode is 16×8, we check whether the upper sub-block is in-
cluded in the boundary region or not. If the upper sub-block
is included in the boundary region, three sub-blocks (the cur-
rent, upper and left sub-blocks) have all different character-
istics. In this case, we determine NC using Table 5. Next, we
will explain this condition in more detail. If the current 4×4
sub-block mode is 16 × 8 or 8 × 16 and the upper sub-block
is not included in the boundary region, we can select NU

for NC . In fact, since the boundary region is a vertical line
in 8 × 16, we do not need to check whether the upper sub-

block is included in the boundary region or not in 8 × 16. If
the current 4 × 4 sub-block mode is 16 × 16 or P 8 × 8, we
can directly select NU for NC .

The third condition is quite similar to the second condi-
tion. The unique difference between them is that the sub-
block that has the same mode with the current sub-block is
not the upper sub-block but the left sub-block. Therefore,
we can apply the rule for the second condition to the third
condition except that we check whether the left sub-block
is included in the boundary region or not in the third condi-
tion.

In Table 5, C16×16 and CP 8×8 represent the cumulative
occurrence frequencies of 16 × 16 and P 8 × 8, respectively.
N16×16 and NP 8×8 represent the numbers of non-zero coef-
ficients in the 4 × 4 sub-block with 16 × 16 and P 8 × 8,



VLC table prediction for CAVLC in H.264/AVC using correlation, statistics, and structural characteristics

Fig. 8 Flowchart of the
proposed algorithm

respectively. When the current sub-block mode is SKIP,
no motion or residual information is encoded in the cur-
rent 4 × 4 sub-block. Since there is not any encoded in-
formation in the current 4 × 4 sub-block, the number of
non-zero coefficient is set to zero. Therefore, we do not
consider the cumulative occurrence frequency for SKIP, in
BMC �= BMU �= BML condition.

In the first condition, we compare C16×16 with CP 8×8.
If C16×16 < CP 8×8, we can directly select NP 8×8 for NC .
Otherwise NC is determined as N16×16.

In the second condition, since the characteristics of 16×8
and 8 × 16 are similar to each other as shown in Fig. 5 and
Fig. 6, we can consider these two different modes as the
same one mode. Besides, we can observe that C16×16 is gen-
erally higher than C16×8 or C8×16 from Fig. 6. Therefore,
we can directly select N16×16 for NC .

In the third and the last conditions, we know that C16×8 or
C8×16 is generally lower than C16×16 or CP 8×8. Therefore,
we can directly determine N16×16 for NC in the third con-
dition. In the last condition, first we compare C16×16 with
CP 8×8 and then determine NC based on the comparison re-
sult of C16×16 and CP 8×8.

3.4 New VLC table prediction algorithm

In this section, we propose a new VLC table prediction al-
gorithm. The proposed algorithm depends on the correla-
tion of coding mode, the statistics of mode distribution, and
the structural characteristics of mode information. Figure 8
shows the flowchart of the proposed VLC table prediction
algorithm.

4 Experimental results and analysis

In order to evaluate the performance of the proposed algo-
rithm, we encoded first 100 frames from six test video se-
quences in the QCIF format. JM 11.0 [10] was used to con-
duct experiments. We used the baseline profile. In motion
estimation, one reference frame is enabled with the maxi-
mum search range ±16. The coding structure is IPPP· · ·P
(only first frame is encoded in intra coding and the other
frames are encoded in inter coding). We tested for various
QPs (16, 20, 24, and 28).

For the performance comparison between H.264/AVC
CAVLC and our proposed algorithm, we used delta VLC
table prediction (� VLCTP), bit saving (BS), and delta en-
coding time (�T) as shown in (2), (3), and (4).

�VLCTP = VLCTPProposed − VLCTPH.264/AVC (%). (2)

BS = (BitrateProposed − BitrateH.264/AVC)

/BitrateH.264/AVC × 100 (%). (3)

�T = (Encoding timeProposed − Encoding timeH.264/AVC)

/Encoding timeH.264/AVC × 100 (%). (4)

Table 6 shows the performance of the proposed algo-
rithm. The proposed algorithm achieved 7.81∼13.36% cor-
rectness of VLC table prediction and 0.64∼1.61% bit saving
with a slight increase in complexity. The additional com-
plexity caused by the proposed algorithm occupies only mi-
nority portion (about 0.58%) of the total encoding time.
From Table 6, we found that the proposed algorithm works
more effectively on high +� VLCTP sequences, such as
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Table 6 Comparison in the performance measures

Test sequence QP H.264/AVC Proposed � VLCTP � T BS

Correctness of Complexity Bit rate Correctness of Complexity Bit rate (%) (%) (%)

VLC table (%) (second) (kbps) VLC table (%) (second) (kbps)

Foreman 16 47.32 114.76 698.42 58.45 115.35 688.38 +11.13 +0.51 −1.44

20 50.32 105.93 402.89 63.57 106.62 396.40 +13.36 +0.65 −1.61

24 56.47 98.70 233.38 68.15 99.01 230.35 +11.88 +0.31 −1.30

28 64.31 93.23 136.95 72.67 93.64 135.80 +8.58 +0.44 −0.84

News 16 51.37 106.86 312.44 60.90 107.59 308.72 +9.53 +0.68 −1.19

20 52.76 101.21 199.45 62.48 101.99 196.98 +9.72 +0.77 −1.24

24 55.19 96.27 125.34 65.40 96.92 123.74 +10.21 +0.68 −1.28

28 59.12 92.02 76.05 67.71 92.55 75.36 +8.59 +0.58 −0.91

Container 16 49.99 108.14 342.80 60.25 108.59 338.04 +10.60 +0.42 −1.39

20 52.27 100.86 174.57 64.64 101.23 171.78 +12.58 +0.37 −1.59

24 54.45 94.90 83.74 64.96 95.56 82.56 +10.88 +0.70 −1.41

28 56.63 90.44 40.10 65.09 90.96 39.68 +8.76 +0.57 −1.06

Carphone 16 51.58 106.76 590.59 60.79 107.84 583.38 +9.21 +1.01 −1.22

20 54.93 99.92 340.15 65.85 100.73 335.35 +10.92 +0.81 −1.41

24 59.62 94.59 195.15 69.61 94.95 192.71 +9.99 +0.38 −1.25

28 63.12 89.97 106.05 71.33 90.58 105.13 +8.21 +0.68 −0.91

Claire 16 52.34 94.02 182.41 62.50 94.77 180.24 +10.16 +0.80 −1.19

20 55.51 90.02 102.60 65.60 90.57 101.33 +10.45 +0.61 −1.24

24 59.81 86.78 58.35 69.11 87.39 57.89 +9.64 +0.70 −0.82

28 64.48 84.00 32.21 72.08 84.66 32.00 +7.81 +0.79 −0.64

Salesman 16 49.41 112.53 287.02 58.44 113.13 283.35 +9.03 +0.53 −1.28

20 52.79 105.36 164.31 63.15 105.66 162.09 +10.36 +0.28 −1.35

24 57.83 98.42 96.99 68.49 98.89 95.65 +10.66 +0.48 −1.38

28 63.51 92.98 56.88 72.85 93.22 56.41 +9.34 +0.26 −0.83

Average 16 +9.94 +0.66 −1.29

20 +11.23 +0.58 −1.41

24 +10.54 +0.54 −1.24

28 +8.55 +0.55 −0.87

Foreman and Container. Table 6 also shows that correctness
of VLC table prediction depends on QP. Moreover, we could
observe that the proposed algorithm is more effective in high
bit rate (when QP value is small). This means that VLC ta-
ble prediction in low bit rate is generally higher than VLC
table prediction in high bit rate in the conventional CAVLC.
Therefore, this result shows that there is more room for in-
creasing correctness of VLC table prediction in high bit rate.
We already confirmed this fact in Fig. 4.

Figure 9 illustrates the correctness curves for Foreman
and Claire sequences. Correctness curves for Foreman and
Claire sequences represent the best case and the worst case
among experimental results, respectively. From Fig. 9, we
can observe that correctness curves of the proposed algo-

rithm are better than those of H.264/AVC CAVLC. This
achieves coding gain of CAVLC.

5 Conclusion

In this paper, we proposed a new VLC table prediction al-
gorithm for CAVLC in H.264/AVC. Considering the corre-
lation of coding mode between the current and neighboring
sub-blocks and the statistics of mode distribution based on
the relation between the VLC table and coding mode, we de-
veloped conditions for a proper VLC table prediction in both
intra and inter frames. Moreover, we can further increase the
correct VLC table prediction rate using the structural char-
acteristics of mode information. Experimental results show
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Fig. 9 Correctness curves

that the proposed VLC table prediction algorithm increases
the correctness of VLC table prediction by 10.07% and re-
duces the bit rate by 1.21% on average, compared to CAVLC
in H.264/AVC.
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