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Recently, the demand for three-dimensional (3D) video contents has been increased rapidly. Watching 3D video contents through the 3D display gives more immersive and realistic sense to users. The 3D video contents are basically generated by the stereoscopic camera that provides two different viewpoints. In order to generate more realistic experience, we use multi-view image and multi-view video. The multi-view image can be captured by multiple cameras and it can cover a wider angle of the captured scene. Moreover, we can generate intermediate-view images between two cameras and then obtain free-viewpoint video contents using the depth information of the scene. The depth of the scene is represented as a depth map that indicates the range information of the scene. Acquisition of the correct depth map is important since the quality of synthesized images is highly dependent on the quality of the depth map.

In this talk, we introduce a 3D video content generation method using multiple color and time-of-flight (TOF) depth cameras [1]. The TOF depth camera measures the range between the camera and each object and provides the measured information as the depth image. Our camera system is composed of multiple cameras with three TOF depth cameras, as shown in Fig. 1(a). After capturing the scene, we apply several preprocessing operations to improve the image quality and increase the correlation among captured images [2]. Then, the depth image measured by the TOF depth camera is warped to the color image position, and used as an initial data for depth estimation [3]. By using the estimated depth map, we can generate intermediate view images. The procedure of the proposed method is explained in Fig. 1(b).
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(b) Procedure

Fig. 1. Proposed camera system and procedure
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