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ABSTRACT

Image interpolation methods at arbitrary view positions have become quite important due to the development of three-dimensional multi-view image display devices. Accurate depth information is required for natural image generation. Over the past several decades, a variety of stereo-image-based depth estimation methods have been developed to obtain high-quality depth data. However, obtaining accurate depth information still remains problematic due to difficult correspondence matching in image occlusion regions. In particular, for the discontinuous depth edge region, unclear color values exist, which lead to ineffective of corresponding matching. Thus, we propose a discontinuity preserving depth estimation method to solve the problem. The distance transform (DT) calculates the distance to the closest edge for each pixel of the input image. By controlling the color weighting term using DT values of stereo images, we carry out better correspondence matching in discontinuous regions. Experimental results indicate that the proposed method outperforms other methods. Visual comparison of the experimental results demonstrates that the proposed stereo-image-based depth estimation method improves the quality of the depth map in discontinuous edge regions.
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1. INTRODUCTION

Depth images represent the distance information between the camera and objects in the captured scene. The depth map is usually provided with its corresponding color image as a pair, which is often called video-plus-depth [1]. Recently, with the appearance of multi-view display devices for three-dimensional (3D) image contents, it has been required to develop efficient algorithms to generate new images at arbitrary or designated view positions. Depth image-based rendering (DIBR) is a popular method to create a synthesized image by projecting color and depth data onto a target-view image plane [2]. The performance of DIBR mainly depends on quality of the depth information.

In order to measure depth information from a natural scene, we can use active sensor-based and passive sensor-based methods. Active sensor-based methods employ physical sensors, e.g., infrared ray (IR) sensor, to directly acquire depth data based on the principles of time-of-flight [3]. The active depth sensor-based method produces relatively higher quality depth images than the passive sensor-based method.

However, most active depth sensors suffer from three inherent problems; first, it is difficult to obtain depth data of the object far away from the sensor. Off-the-shelf depth sensors are only available to measure distances within 10m. Second, depth sensors are not applicable to outdoor environments. Third, active depth sensors provide low-resolution depth images, less than 640×480, due to many challenges in real-time distance measuring systems. Such inherent problems make it difficult to employ active depth sensors in practical applications. In the industry, use of active depth sensors are limited to applications mainly involving foreground extraction [4] and motion tracking [5] in indoor environments.

On the other hand, passive sensor-based methods indirectly calculate depth information from 2D images captured by stereoscopic video cameras. Although passive depth sensing produces relatively lower quality depth images, it can measure depth information of all objects in the captured scene, unlike active sensor-based methods. In addition, indirect depth sensing is applicable to both indoor and outdoor environments. Furthermore, the depth image resolution depends on the resolution of video cameras. Because of these advantages, advanced 3D video service systems using video-plus-depths employ passive depth sensing.

Among the passive sensor-based methods, stereo matching is widely used to estimate depth information of the scene. Stereo matching is the process to extract 3D information from left and right images captured by the stereoscopic camera...
In stereo matching, 3D information, called disparity, is calculated by relative positions of objects in the two images of the scene. The disparity information can directly be converted to the depth information based on camera parameters.

The objective of this paper is to generate a more accurate depth map from stereoscopic images. Over the past several decades, a variety of stereo-image-based depth estimation methods have been developed to obtain high-quality depth maps. However, accurate measurement of depth information from natural scene still remains problematic due to difficult correspondence matching in some regions. Especially, in case of the depth discontinuous region, i.e., the edge region, unclear color values exist, which lead to ineffective of corresponding matching. Thus, in this work, we propose a discontinuity preserving depth estimation method to solve the problems. Distance transform (DT) calculate the distance to the closest edge for each pixel of an input image. By controlling the color weighting term using DT values of left and right images, we carry out better correspondence matching in edge regions.

2. WEAKNESS OF STEREO MATCHING

In general, stereo matching can be categorized into two approaches: local and global methods. Local methods are processed by windows based on correlation. The correlation assumed that the disparity is equal for all pixels of a correlation window. This assumption is violated at depth discontinuities. It results in blurred object borders and the removal of small detail depending on the size of the correlation window.

In contrast, global methods [7] define an energy function using Markov Random Field (MRF) and optimize this via several optimization algorithms such as belief propagation [8], dynamic programming [9] and graph cut [10], [11]. However, global methods are too computationally complex even for low resolution images and a small number of disparity levels. Thus, they are not suitable for practical use. Recently, several methods have been introduced to reduce the complexity of belief propagation [12, 13, 14]. When image size is \( N \), the number of disparity levels is \( L \), and the number of iterations is \( T \), the computational complexity is originally \( O(4TNL^2) = O(TNL^2) \) in standard belief propagation [8]. One of the fast belief propagation reduce the complexity to \( O(TNL) \) by using hierarchical coarse-to-fine manner [12, 13]. This algorithm facilitates real-time computation if it uses GPU implementation. CSBP [14] is the fastest and takes the smallest memory among fast belief propagation algorithms. Its complexity depends on only constant space, that is \( O(1) \).

Accurate measurement of depth information on the edge region is important in stereo matching, because depth data on the border between two objects are usually distinguishable. However, as shown in Figure 1, pixels around edges in the left and right images do not have clear values. These unclear pixels around edges make it difficult to measure discontinuous disparities on the associated area.

Figure 1. Image rectification in the parallel camera array
3. DISCONTINUITY PRESERVING DEPTH ESTIMATION

3.1 Overall framework

The proposed method is initially motivated by CSBP [14] based on hierarchical belief propagation. Due to the hierarchical structure, the previous work computes disparities accurately in the textureless region. Based on CSBP work, the proposed method adds an algorithm to improve disparity qualities in the edge region using distance transform. Furthermore, the proposed method includes occlusion handling for high-quality disparity map generation.

Figure 2 represents the overall framework of the proposed distance transform-based stereo matching with occlusion handling. For initial left and right disparity map generation, the proposed method is implemented as it follows: 1) Distance transform (DT) is performed on the left and right image, 2) DT-based weighting function is computed, 3) Color weighting function is calculated, 4) Block-based stereo matching is carried out based on the DT-based and color weighting functions.

3.2 Distance transform-based disparity estimation

Distance transform (DT) represents the shortest distance between edges extracted from an image and all pixels in it. In the field of computer vision, DT is usually adopted to trace human motions such as a hand tracking. In this paper, we present its usability for disparity estimation.

Prior to the distance transform, the Canny edge operator [15] is used to extract a color edge map $E$ from an image. Note that isolated edges are ignored by applying a median filter to input data prior to edge detection. Based on $\alpha$-$\beta$ distance transform ($\alpha$-$\beta$ DT), the DT value $r_{k,ij}^{\alpha,\beta}$ at iteration $k$ is computed by
where $\alpha$ and $\beta$ control the strength of distance transform. Figure 3 illustrates a DT map generation procedure using 1-2 DT. Initially, edge pixels in $E_C$ and $E_P$ are set to zero, while non-edge pixels are assigned infinity values, as shown in Figure 3(a). As shown in Figure 3, if the DT value of a pixel is close to zero, the pixel may belong to a textured area, i.e., edge regions. On the other hand, if another pixel has a large DT value, the pixel may belong to a homogenous area.

In order to find corresponding points between left and right images, stereo matching defines an energy function composed of data term and smoothness term. When the energy function has the minimum value via energy optimization techniques such as graph cut [10] and belief propagation [8], optimal disparity value is determined.

Suppose that there are the left image $I_L$ and the right image $I_R$. Let $s$ and $t$ denote coordinates of pixels. $s$ is the center pixel in a local window $N(s)$. $t$ is the neighboring pixel of $s$ in the window where $t \in N(s)$. The goal of stereo matching is to find the disparity $d_s$ of $s$. The energy function is formulated as

\[
E(d) = \sum_s D_s(d_s) + \sum_{s,t \in N(s)} S_{s,t}(d_s,d_t),
\]

(2)

where $D_s(\cdot)$ indicates the data term of $s$ and $S_{s,t}(\cdot)$ represents the smoothness term between $s$ and $t$. In this paper, as the data term, we employ the weighted absolute luminance difference between two blocks for the matching cost calculation. In particular, distance transform value $d_t$ at $t$ controls the matching cost for better disparity estimation in the edge region. The proposed matching cost is defined by
where $W_t$ is the weighting function at $t$ considering its DT value $d_{tt}$, and $F_{s,t}()$ is the absolute luminance difference at $t$ with respect to $s$. In case of left disparity map generation, $F_{s,t}$ is represented by

$$F_{s,t}(d_s) = \min(|I_L(x_s, y_s) - I_R(x_s + d_s, y_s)|, T_d) ,$$

where $(x_s, y_s)$ and $(x_t, y_t)$ are horizontal and vertical coordinates of $s$ and $t$, respectively. $T_d$ controls the data cost limit. The proposed DT-based weighting function $W_t$ is computed by

$$W_{s,t}(d_t) = f(d_t) \cdot g(|I_{L,s} - I_{L,t}|) ,$$

where $f(\cdot)$ is the DT weighting function and $g$ is the color weighting function. $|\cdot|$ is the operator to calculate Euclidean distance between the luminance value $I_{L,s}$ at $s$ and the luminance value $I_{L,t}$ at $t$ in the left image. In this work, $f$ and $g$ are modeled as

$$f(d_t) = 1 - e^{\frac{-d_t^2}{2\sigma_f^2}}, g(|I_{L,s} - I_{L,t}|) = e^{\frac{-|I_{L,s} - I_{L,t}|^2}{2\sigma_g^2}} ,$$

where $\sigma_f$ and $\sigma_g$ are smoothing parameters of $f$ and $g$, respectively. $\sigma_f$ and $\sigma_g$ are usually defined as standard deviation of the Gaussian function.

In Eq. (6), the DT weighting function $f$ is inversely proportional to the DT value $d_{tt}$, and $0 \leq f \leq 1$. Since the unclear edge pixel problem makes correspondence searching difficult, $f$ imposes small weighting values, less than 0.5, on them. The smoothness term $S_{s,t}$ is based on the degree of difference among disparities of neighboring pixels. $S_{s,t}$ is represented by

$$S_{s,t}(d_s, d_t) = \min(\lambda |d_s - d_t|, T_s) ,$$

where $T_s$ is the constant controlling to deny cost increase. The smoothness strength $\lambda$ is a scalar constant. We employ the smoothness term in CSBP work [14].

### 4. EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed method, we tested on two stereo images sets with the same size. These test data are Teddy, and Cones. The resolution of the test images are $450 \times 375$. In the experiment, $\alpha$ and $\beta$ values for distance transform were set to 9 and 10, respectively. For DT-based weighting function, smoothing parameters $\sigma_f$ and $\sigma_g$ in (6) were set to 0.3 and 0.2, respectively.
Figure 4 exhibits the DT weighting function. Figure 4(a) shows the left image of Teddy image and magnified image of a part of the left image. Figure 4(b) shows edge information and Figure 4(c) is the associated DT weighting function. As shown in Figure 4(c), the closer a pixel is to edges, the smaller the DT weighting value are assigned to the pixel to reduce the unclear edge pixel problem.

![Figure 4. DT weighting function.](image)

Figure 5 illustrates the visual comparison of CSBP work [14] with the initial disparity map using the proposed DT-based stereo matching. Figure 5 demonstrates that the proposed initial disparity generation improves the quality in the edge regions. The results indicate that the proposed method outperforms other methods. Furthermore, visual comparison of the experimental results demonstrates that the proposed stereo-image-based depth estimation method improve the quality in edge regions.

![Figure 5. Visual comparison of CSBP work [14] with the initial disparity map using the proposed DT-based stereo matching.](image)

5. **CONCLUSION**

This paper presents a new disparity estimation method exploiting edge. This paper presents a new depth estimation method exploiting edge information. In general, pixel intensities around object edges are not clear due to mixed values located between the object and background. This causes problems when identifying discontinuous depth in object borders. In order to handle this, the proposed method generates depth information based on distance transform and color weighting constraint. This increases the depth quality at edges. Experimental results show that our method using distance transform produces better performance compared to the previous methods.
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![Figure 5. Depth Comparison of initial work results.](image)
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