Geometric and colorimetric error compensation for multi-view images
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A B S T R A C T

In general, excessive colorimetric and geometric errors in multi-view images induce visual fatigue to users. Various works have been proposed to reduce these errors, but conventional works have only been available for stereoscopic images while requiring cumbersome additional tasks, and often showing unstable results. In this paper, we propose an effective multi-view image refinement algorithm. The proposed algorithm analyzes such errors in multi-view images from sparse correspondences and compensates them automatically. While the conventional works transform every view to compensate geometric errors, the proposed method transforms only the source views with consideration of a reference view. Therefore this approach can be extended regardless of the number of views. In addition, we also employ uniform view intervals to provide consistent depth perception among views. We correct color inconsistency among views from the correspondences by considering importance and channel properties. Various experimental results show that the proposed algorithm outperforms conventional approaches and generates more visually comfortable multi-view images.

1. Introduction

Following the significant advances in three-dimensional (3D) display technologies and fast network services, we can now easily access immersive image data at home. Recent 3D video services are based on the stereoscopic image which provides binocular parallax by presenting two offset images separately. However, the stereoscopic image allows viewers to perceive depth impression at only a fixed viewpoint.

The multi-view image, the extension of the stereoscopic image, was proposed to increase available viewpoints [1]. These are captured by multiple cameras (generally more than two) at different positions. Some industries have developed prototypes of multi-view display devices that are able to simultaneously present multiple images at different viewpoints [2,3]. Fig. 1 shows the difference between stereoscopic and multi-view image systems. Such multi-view images additionally provide motion parallax unlike stereoscopic images.

The visual quality of multi-view images depends not only on the individual image qualities but also the relative properties among views such as relative color distribution and geometric arrangement. However, captured multi-view images exhibit geometric and colorimetric errors in most cases since manual adjustment of multiple cameras are very difficult.

In multi-view camera systems, the captured color distribution of a certain object depends on the reflectance property of the object as well as camera properties. Therefore, the color distribution of each camera may vary regardless of the same capturing environment. This phenomenon is called color inconsistency among views; this is inevitable even with same kind of cameras.

A certain point in the real world is projected to different positions on multi-view image planes. These disparities can be categorized in two directions. Horizontal disparities are deeply involved in depth perception while vertical disparities disturb the fusion phenomenon in the human visual system. Now that the display devices present multiple views to equally spaced regions as shown in Fig. 1, the multi-view image provides different depth perception among views if view intervals are irregular.

Humans are known to have a tolerance to small geometric or colorimetric errors in multi-view images; however viewers may complain visual fatigue when exposed to error-prone 3D contents for hours [4–6]. Therefore, compensation of the colorimetric and geometric errors is important for providing comfortable multi-view contents to viewers.

In relation of colorimetric error in multi-view images, the most common approaches are based on a known color chart [7]. Such methods estimate multiple camera responses by analyzing the color patches of the captured chart and compensate color distributions. These approaches show reliable results but require cumbersome task of capturing the color chart for every scene. In addition, owing to this task, we cannot apply these algorithms to general multi-view images captured without the color chart.

For resolving this problem, color correction algorithms based on global image properties have been suggested. Reinhard et al. proposed a linear transformation from statistical analysis to impose color distribution of one image to another [8]. This statistical model has been widely used as the baseline of other color correction
nique, the use is interpretation and rotation. Although this method efficiently aligns multi-view images with consideration of intrinsic properties and relative camera position and rotation. However, its performance is not stable since this method only uses scaling and Euler angles to rectify images [20]. In addition, the mentioned methods do not consider view intervals between views. Uniform view intervals are very important since multi-view display devices independently present different views to uniformly divided areas as shown in Fig. 1. The multi-view image provides different depth perception among views if view intervals are irregular.

In this paper, we propose a multi-view image refinement algorithm that successively align multiple views and correct color distributions. The proposed method reduces vertical disparities of multi-view images and also makes horizontal view intervals uniform. In addition, the proposed method includes a color correction algorithm using adaptive weights of correspondences. These two corrections enhance viewing comfort and guarantee similar depth impression among views in multi-view contents through multi-view display devices.

There are some other works to compensate geometric and colorimetric errors for projected images and tiled projects [21–23], but the goals and approaches are different from our approach. The errors from the conventional works come from the characteristics of single-view camera or projectors, but the errors in multi-view images are induced due to the relative differences of multiple cameras. Therefore, approaches and solutions are also different. In this paper, we focus on the errors in multi-view images.

The remainder of this paper is organized as follows: In Section 2, we introduce the proposed algorithm in detail. The effectiveness of our algorithm is compared to other approaches in Section 3. Then, this paper concludes in Section 4.

2. Compensating geometric and colorimetric errors

The proposed algorithm modifies color distribution and alignment of source views (\(V_S\)), with respect to a reference view (\(V_r\))

---

Fig. 2. Reference (\(V_r\)) and source (\(V_S\)) views. Red arcs represent global correspondences and the dotted lines show local correspondences between view pairs. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
in consecutive order. The center view is generally selected as a reference view, but we can select the other view as a reference view accordingly. The compensation process independently works in pairs. In the proposed method, we use two types of correspondences to analyze differences among views: global and local correspondences. Global correspondences are common features on all views. On the contrary, local correspondences are matched features for a certain pair as shown in Fig. 2.

In order to extract correspondences, we adopt the Speed Up Robust Feature (SURF) [24]. Outliers in the extracted correspondences are removed by Random Sample Consensus (RANSAC) [25]. Fig. 3 shows the overall procedure of the proposed algorithm. After estimating colorimetric and geometric compensation parameters independently, we correct colors and realign image planes of multi-view images.

2.1. Geometric error compensation

Due to the difficulty of perfectly aligning multiple cameras at desired viewpoints with desired angles, the captured multi-view images generally have unwanted vertical disparities and non-uniform view intervals. In order to improve the alignment of multi-view image planes, we rearrange the image planes of source views with consideration of the reference view. While the conventional rectification distorts both source and reference view, the proposed method only transforms source views as shown in Fig. 4. This approach allows us to compensate the geometric errors of multiple views in consecutive order.

Linear transformation represented by a non-singular \(3 \times 3\) matrix is used to transform source views. If the camera parameters are available, it is straightforward to calculate the matrix; however, these parameters are generally not available in practice. Therefore, we approximate this matrix from the correspondences in two stages: vertical disparity reduction and horizontal translation. The projective transformation generally used in computer vision has nine components with eight degrees of freedom as

\[
\begin{bmatrix}
    x_0 \\
    y_0 \\
    1
\end{bmatrix} =
\begin{bmatrix}
    a_{11} & a_{12} & t_x \\
    a_{21} & a_{22} & t_y \\
    v_1 & v_2 & 1
\end{bmatrix}
\begin{bmatrix}
    x_s \\
    y_s \\
    w
\end{bmatrix}
\]

where \(x_0\) and \(y_0\) are pixels in homogeneous coordinates \((x, y, w)\) of the source view, and \(x_s\) is the transformed position by the linear transformation \(H\). The \(a\) components are for camera rotation and deformation, the \(t\) components are for translation, and \(v\) components are related to projective properties. Since estimation of many unknown parameters is not, we limit and combine some parameters to reduce the number of unknowns. The matrix \(A\) consisting of \(a\) components can be decomposed as

\[
A = \begin{bmatrix}
    a_{11} & a_{12} \\
    a_{21} & a_{22}
\end{bmatrix} - R(\phi)(\cos \theta/\sin \theta)Z(R(\phi)) = \begin{bmatrix}
    \cos \theta & -\sin \theta \\
    \sin \theta & \cos \theta
\end{bmatrix}
\]

Fig. 3. Overall procedure of the proposed algorithm.

Fig. 4. One side correction for geometric error reduction.
The parameters $\theta$ and $\phi$ are angles for image rotation and deformation, respectively. $z_x$ and $z_y$ are for scaling in the $x$- and $y$-direction. Since two directional scaling is meaningless to our goal, we combine $z_x$ and $z_y$ into a scalar value $z$, which compensates a different zooming effect between reference and source views. When replacing the matrix $Z$ with the scalar value $z$, we can simply (2) as

$$A_0 = z R(h) R(-\phi) R(\phi) - \begin{bmatrix} b_1 & b_2 \\ -b_2 & b_1 \end{bmatrix} - \begin{bmatrix} z b_1 & z b_2 \\ -z b_2 & z b_1 \end{bmatrix} - \begin{bmatrix} m_1 & m_2 \\ -m_2 & m_1 \end{bmatrix}$$  \hspace{1cm} (3)$$

where $b_1 = \cos\phi \cos\phi \cos(-\phi) - \sin\phi \sin\phi \sin(-\phi) - \sin\phi \cos\phi \sin(-\phi)$ and $b_2 = -\sin\phi \cos\phi \cos(-\phi) - \sin\phi \sin\phi \sin(-\phi) + \cos\phi \sin\phi \cos(-\phi)$. In the last term, $m_1 = zb_1$ and $m_2 = zb_2$. With this simplification, we can reduce the number of parameters to be estimated from four ($a_{11}$, $a_{12}$, $a_{21}$, and $a_{22}$) to two ($m_1$ and $m_2$) for matrix $A$. In addition, we only consider vertical translation $t_y$ at this step, since horizontal translation $t_x$ does not affect vertical disparity reduction. $t_y$ will be estimated at the
next stage. Consequentially, the transformation matrix $H_{vd}$ for vertical disparity reduction has five degrees of freedom, and is expressed as

$$H_{vd} = \begin{bmatrix} m_1 & m_2 & 0 \\ -m_2 & m_1 & t_v \\ v_1 & v_2 & 1 \end{bmatrix}$$

(4)

These five unknowns are estimated so that $H_{vd}$ reduces vertical disparities while minimizing distortion of the source view. We only consider a set of correspondences $X_d = (x_{i,v}, y_{i,v}, w_{i,v})^T \leftrightarrow X_{si} = (x_{i,s}, y_{i,s}, w_{i,s})^T$ for minimizing the error function expressed as

$$Error_{vd} = \sum_{i=1}^{N} \left( \frac{y_i}{w_{i,s}} - \frac{y_i}{w_{i,v}} \right)^2 + \left| \frac{x_i}{w_{i,s}} - \frac{x_i}{w_{i,v}} \right|$$

(5)

where $N$ represents the number of the correspondences and $X_{si} = H_{vd}X_d$. The first term is for vertical disparity reduction, and the second term is for constraint minimizing horizontal movement of source views. Since vertical alignment is the higher priority, we use squared summation for this term. The estimated homography $H_{vd}$ is the one for which the error is minimized via the Levenberg–Marquardt (LM) algorithm [26].

After estimating $H_{vd}$, we find the horizontal translation $t_v$ in order to make view intervals uniform considering global
correspondences. Fig. 5 shows the relation between ideal and practical arrangements. $v_i(V_s)$ represents the view interval between $V_s$ and $V_r$, and $v_{i\text{ideal}}$ means the ideal interval between neighboring views. We define $v_{i\text{ideal}}$ so that movements on the horizontal direction of all views are minimized as

$$v_{i\text{ideal}} = \arg\min_{v_{i\text{ideal}}} \sum_{m} t_x(V_s, v_n), \quad \text{where } t_x(V_s, v_n) = ||v_n v_{i\text{ideal}} - v_n(V_s, v_n)||$$

(6)

where $v_n$ represents the relative view number with respect to $V_r$, and $t_x(V_s)$ is the horizontal movement of $V_s$ when $v_{i\text{ideal}}$ is given. $v_i(V_s)$ is the average view interval of the transformed correspondences $x_i$ between $V_s$ and $V_r$. We can minimize the summation in (6) using the 1st derivative owing to the property of the quadric function. After that, we can get the final transformation matrix as
Afterwards, each source view is transformed by its own $H_{\text{fin}}$. Then, we crop the aligned image to remove holes induced by transformation, and resize it to the original image size. The reference image is also cropped and enlarged at the same rate. In our approach, the cropped regions are very small; thus it does not seriously affect the viewing quality of input.

### Table 2
Comparison of valid pixel and valid viewing region.

<table>
<thead>
<tr>
<th>Test image</th>
<th>Valid pixel (%)</th>
<th>Valid viewing region (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hartley’s</td>
<td>Fusiello’s</td>
</tr>
<tr>
<td>Train</td>
<td>56.37</td>
<td>76.81</td>
</tr>
<tr>
<td>People</td>
<td>73.91</td>
<td>70.62</td>
</tr>
<tr>
<td>Components</td>
<td>79.69</td>
<td>93.12</td>
</tr>
</tbody>
</table>

### Table 3
Comparison of color correction results.

<table>
<thead>
<tr>
<th>Color correction</th>
<th>MSE</th>
<th>a</th>
<th>b</th>
<th>ED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global color transfer</td>
<td>18.71</td>
<td>6.83</td>
<td>9.00</td>
<td>22.89</td>
</tr>
<tr>
<td>Histogram matching</td>
<td>17.13</td>
<td>7.13</td>
<td>6.79</td>
<td>21.16</td>
</tr>
<tr>
<td>Brightness transfer function</td>
<td>18.46</td>
<td>8.08</td>
<td>7.79</td>
<td>22.03</td>
</tr>
<tr>
<td>Camera characteristic</td>
<td>5.46</td>
<td>1.67</td>
<td>1.50</td>
<td>6.45</td>
</tr>
<tr>
<td>Energy function</td>
<td>2.43</td>
<td>0.70</td>
<td>1.18</td>
<td>2.79</td>
</tr>
<tr>
<td>Proposed</td>
<td>1.60</td>
<td>0.89</td>
<td>1.83</td>
<td>2.59</td>
</tr>
</tbody>
</table>

$$H_{\text{fin}} = \begin{bmatrix} m_1 & m_2 & t_x \\ -m_2 & m_1 & t_y \\ v_1 & v_2 & 1 \end{bmatrix}$$  \hfill (7)
2.2. Color inconsistency correction

We also correct colorimetric errors in the YUV color domain using the correspondences. The number of the correspondences is enough to estimate the geometric structure but not for analyzing color differences between view pair. In order to supplement color correspondences, we extracted additional samples co-located on the Gaussian-filtered images. In this paper, we use three different Gaussian filters with \( \sigma = \{3, 5, 9\} \) and the kernel aperture is \( 50 \times 50 \).

For analyzing the properties of YUV channels, we captured the images with different exposure and color temperature settings. The corresponding relation is shown in Fig. 6. While the Y components nonlinearly changes, the U and V components linearly change.

Therefore we use GOG model for Y component and linear model for U and V components to compensate relative color differences between views. We define three error functions as

\[
\begin{align*}
\text{Error}_Y &= \sum_{i=1}^{N} w_i (Y_r(i) - C_{Y1} Y_s(i) Y_1 + C_{Y2}) \\
\text{Error}_U &= \sum_{i=1}^{N} w_i (U_r(i) - C_{U1} U_s(i) + C_{U2}) \\
\text{Error}_V &= \sum_{i=1}^{N} w_i (V_r(i) - C_{V1} V_s(i) + C_{V2})
\end{align*}
\]

where \( Y_r, U_r, \) and \( V_r \) are components of the reference view and \( Y_s, U_s, \) and \( V_s \) are components of the source view. \( C \) components are unknowns that need to be estimated from correspondences. These values are normalized from 0 to 1. \( w \) is an weighting factor for each correspondences, and is determined according to the ratio of the occupied area from where the correspondence are extracted. Since SURF does not consider global properties of input pair and extract
features from locally textured areas, we use \( w \) to weight correspondences whose colors are great important in the inputs.

Fig. 7 demonstrates the original source image, and importance map considering the ratio of occupied areas, and weights for correspondences. With these weights, we estimate the \( C \) components using the LM algorithm.

After estimating each coefficient for luma and chroma components, we convert pixel values of the rearranged source image. For faster execution, we generate lookup tables which possess all intensity values in the dynamic range and their converting values.

3. Experimental results

At first, a series of experiments were performed on image pairs to objectively evaluate the performance of the proposed algorithm: components, people, and train. These images were captured under different camera settings. The overlapped original images are shown in Fig. 8(a). Fig. 8(b) demonstrates the enlarged parts of the red boxed regions, showing not aligned image planes. We applied the proposed and conventional algorithms to these test images.

Fig. 9 shows the geometric error reduction results of Hartley’s [16], Fusiello’s [19], Nozick’s [20], and the proposed algorithms in order. We used the software provided by each author. The bottom part exhibits the enlarged images, and the red horizontal lines are for comparison. The conventional approaches unfold input images to a co-plane and severely distort both images. Nevertheless, the proposed method reduces vertical disparities without significant distortion.

For objective quality measure, correspondences were extracted again after geometric error reduction, and the vertical disparities of the correspondences were averaged. The results are shown in Table 1.
In the results, the proposed method decreases vertical disparities by about 86% when compared to the original inputs. Even though the proposed method only transforms one view, its performance stacks up to the performance of the previous rectification that transforms both views.

Especially the proposed algorithm shows notable performance with respect to original image preservation. To measure the degree of distortion, valid pixels in the resulting images were counted. Valid pixels represent pixels with proper values in both the source and reference images at co-located positions. The results are shown in Table 2. While our method can preserve greater than 97% of the pixels, the conventional algorithms lose 7–44% of the pixels; in addition, the resulting images are unnaturally rotated.

Since only rectangular images are usable for multi-view display devices, we cropped the transformed images. After cropping, the valid viewing region becomes much smaller, as shown in Fig. 10. The valid viewing regions of the other algorithms are only 33–84%; however, those of the proposed method are greater than 97%. This means that the geometric compensation of the proposed method can provide more reliable results in practice.

Objective evaluation of color correction algorithms is very difficult. Therefore, we took the test image including a color chart, and compared colors in the chart after applying each algorithm. The proposed algorithm was compared with color transfer [8], histogram matching [9], brightness transfer function [12], camera characteristic [14], and energy function [10,11]. Fig. 11(a) is the input pair, and the following are the corrected source images using each algorithm.

The average of mean absolute error (MSE) values between the color patches of the source and reference images was calculated in the CIELab domain. This domain is a standardized linear color space and its Euclidean distance (ED) is closely related to human perception of color differences. As shown in Table 3, the proposed method provides the smallest MSEs and EDs. The energy function also shows low differences but induces distortion in homogeneous regions due to the conflict between energy terms. The proposed algorithm naturally reduces the color inconsistency between the views compared to the other methods.

We applied the proposed algorithm to multi-view images, and the results are demonstrated in Figs. 12 and 13. Related to geometric error reduction, we additionally implemented Kang’s multi-view rectification algorithm [15] since Hartley’s and Fusiello’s algorithms do not support multi-view images. We calibrated all cameras for implementing Kang’s method. Figs. 12a and 13a are the original multi-view images, and Figs. 12b and 13b show the color corrected results. The bottom images are results of geometric error compensation. The proposed algorithm successively corrected geometric errors regardless of the view number, and rearranged views to employ uniform view intervals. The performance of Nozick’s algorithm highly depended on the input images and the accuracy of correspondences.

Twelve observers participated in the subjective quality assessment. During the assessment, the original and corrected multi-view images were displayed on a multi-view display device in a random fashion. The observers were asked to view the sequences while changing viewpoints and give scores of two factors (visual comfort and naturalness of viewpoint change) according to the ITU-R BT.500-11 recommendations [27]. The results are shown in Table 4. While the performance of Nozick’s algorithm is unstable and insufficient, the proposed algorithm shows comparable results with Kang’s method based on camera parameters.

From the experimental results, the proposed method was confirmed to be successive in reducing colorimetric and geometric errors in multi-view images. Even though input images display excessive discrepancy, high quality multi-view images can be generated using the proposed method.

4. Conclusions

In this paper, we have proposed a colorimetric and geometric error reduction algorithm for multi-view image generation. Unlike the conventional methods, the proposed algorithm does not require additional information and cumbersome tasks. In particular, vertical disparities and color variations among views were reduced. Further, image planes were rearranged so that view intervals among neighboring views are uniform. Experimental results showed that the proposed algorithm provided better results than the conventional rectification and color correction algorithms. In addition, the proposed method generated more comfortable multi-view images even though input images possessed excessive discrepancies. The user can expect to easily capture and watch high quality multi-view images via the proposed method.
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