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ABSTRACT   

Three-dimensional content (3D) creation has received a lot of attention due to numerous successes of 3D entertainment. 
Accurate stereo correspondence is necessary for efficient 3D content creation. In this paper, we propose a disparity map 
estimation method based on stereo correspondence. The proposed system utilizes depth and stereo camera sets. While the 
stereo set carries out disparity estimation, depth camera information is projected to left and right camera positions using 
3D transformation and upsampling is processed in accordance with the image size. The upsampled depth is used for 
obtaining disparity data of left and right positions. Finally, disparity data from each depth sensor are combined. In order 
to evaluate the proposed method, we applied view synthesis from the acquired disparity map. The experimental results 
demonstrate that our method produces more accurate disparity maps compared to the conventional approaches which use 
the single depth sensors.  
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1. INTRODUCTION  
With the huge success of three-dimensional (3D) movies, interest in 3D entertainment systems is increasing recently. 3D 
multimedia applications give audiences the opportunity to experience 3D. The 3D experience comes from the left and 
right eyes seeing different views. Thus, audiences can perceive 3D using two separate views for the left and right eyes. 
For this, several data formats have been proposed. The texture plus depth approach is one of these formats. This format 
uses an ordinary 2D image accompanied by a depth map. The non-existing view can be synthesized by depth image 
based rendering (DIBR) [1]. Benefits of this format are the flexibility to render views with variable baseline and the 
increased compressibility of depth data due to its characteristics [2]. Thus, this format is practical for many 3D 
multimedia applications.  

Depth information can mainly be acquired by two approaches: active and passive sensor based depth estimation methods. 
The former employs physical sensors, such as infrared ray (IR), laser and light pattern, to measure depth data directly. 
Depth cameras, structured light sensors, and 3D scanners are employed in this approach [3]. Usually, active sensors are 
more effective than passive sensors in terms of the quality of produced depth images. However, they produce only low 
resolution images and generally require expensive devices. The latter, on the other hand, indirectly estimates depth 
information from 2D images captured by at least two cameras [4]. Stereo matching is the most widely used passive 
sensor based method [5]; its advantages are low cost and flexible resolution. However, passive sensors also obtain 
miscalculated depth information in several types of regions.  

Disparity data can be converted into depth information by using a stereo image pair in combination with triangulation [6]. 
Disparity data can be acquired by finding the corresponding points in other images for pixels in one image. The 
correspondence problem is to compute the disparity map which is a set of the displacement vectors between the 
corresponding pixels. For this problem, two images of the same scene taken from different viewpoints are given and it is 
assumed that these images are rectified for simplicity and accuracy of the problem. From this assumption, corresponding 
points are found in same horizontal line of two images. A disparity map acquired by stereo matching can be represented 
by a gray scale image. Depth of each pixel is perceived from the disparity map. The object is close to viewpoint as 
intensity value of a pixel in the disparity map is high. 

The objective of this paper is to obtain accurate depth information using depth and stereo images. Thus, we present an 
accurate disparity map acquisition method through stereo correspondence. We design a disparity estimation system to 



 
 

 
 

strengthen the merits and make up for the weaknesses for active and passive depth sensors. The proposed method deals 
with fully unsolved problems by fusing and refining the depth data.  

 

2. PROBLEM STATEMENT 
Over the past several decades, a variety of stereo-image-based depth estimation methods have been developed to obtain 
accurate depth information. However, accurate measurement of stereo correspondence from natural scene still remains 
problematic due to difficult correspondence matching in several regions: textureless, periodic texture, discontinuous 
depth, and occluded areas [7]. First, since color data of the textureless and periodic texture region in left and right images 
are so similar each other in a wide range, correspondence matching often fails because of its ambiguity. Second, in case 
of the depth discontinuous region, such as the edge region, smeared color values exist, which leads to ineffective 
correspondence matching. Lastly, in the occluded region, some pixels may appear in one image but not in the other 
image; So there is no corresponding pixel. These problems can be solved for accurate depth information. Figure 1 
illustrates correspondence matching problem in stereo matching.  

 

 
(a) Left image                                                                                         (b) Right image 

Figure 1. Correspondence problem in stereo matching 

 

Usually, depth cameras are more effective in producing high quality depth information than the stereo-based estimation 
methods. However, depth camera sensors also suffer from inherent problems. Especially, they produce low resolution 
depth images due to challenging real-time distance measuring systems. Such a problem makes depth cameras not 
practical for various applications. Figure 2 represents resolution difference between the regular color camera and depth 
camera.  

Recent approaches of fusing active and passive sensors have shown improvements on depth quality by making up for 
weakness of each sensor method [8, 9]. In our work, we propose a disparity fusion method to make up for weakness of 
stereo-based estimation and carry out better correspondence matching by adding a depth camera to the stereo system.  

 

3. DEPTH FUSION SYSTEM FOR STEREO CORRESPONDENCE  

In general, stereo matching can be categorized into two approaches: local and global methods. Local methods are 
generally efficient for complexity [10]. However, these make blurred object borders and the removal of small detail at 
the depth discontinuity depending on the size of correlation window. In order to solve this problem, global methods have 



 
 

 
 

been proposed [11]. Global methods define an energy function by Markov Random Field (MRF) and optimize this 
function using several optimization algorithms such as belief propagation [12] and graph cut [13].  

 

 
Figure 2. Resolution problem in depth camera 

 

The proposed method is initially motivated by global stereo matching [14]. The information of the depth camera is 
included as a component of the global energy function to acquire more accurate and precise depth information. Depth 
camera processing is implemented as follows: 1) Depth data is warped to its corresponding position of the stereo views 
by 3D transformation. 3D transformation is composed of two processes. First, the depth data is backprojected to the 3D 
space based on the camera parameters. Then, the backprojected data in the 3D space is projected to the target stereo 
views. 3D transformation is performed as follows. 
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where Asrc, Rsrc, and tsrc are intrinsic, rotation, and translation parameters in the depth camera data, respectively. Similarly 
Adst, Rdst, and tdst are those in the target color view. du,v is depth value at (u,v) coordinate in the depth camera. The depth 
data is sent to the 3D space by Eq. (1) and projected to the target view by Eq. (2). (u’, v’) in (3) represents the projected 
coordinate to the target view. Figure 3 shows the 3D transformation of depth data. 2) depth-disparity mapping is 
processed [15]. Due to the different representation of the actual range of the scene, correction of the depth information is 
required. 3) We perform joint bilateral upsampling (JBU) to interpolate the low resolution depth data. This method used 
high resolution color and low resolution depth image to increase the resolution of the depth image. Figure 4 illustrates 
JBU process. The processed information of the depth camera is applied as the additional evidence for data term of 
disparity fusion energy function. 

The disparity fusion energy function for accurate disparity estimation is defined as 
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Figure 3. 3D transformation of depth camera data 

 

 
Figure 4. Joint bilateral upsampling process 

 

where Edata is a data term which measure the pixel similarity and Esmooth is the smoothness term which penalizes depth 
variations. The following function is applied to data term for energy function of depth estimation.  
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IL(x,y) is the pixel value in the left image given (x,y) coordinate. IR(x’,y’, d) is the matched pixel value in the right image 
given the disparity value at (x,y) in the left image, denoted by d. dup is the upsampled disparity data obtained from the 



 
 

 
 

previous step. The upsampled disparity information enhances the precision and accuracy of the final depth values by 
allowing large depth variation.  

The smoothness term is based on the degree of difference among the depth values of neighboring pixels. 
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N(x,y) represents the neighboring pixels of the current pixel. The algorithm is hierarchically processed to acquire more 
accurate depth values in the textureless region. Furthermore, we apply post-processing to the acquired disparity map to 
improve the quality [16]. Figure 5 illustrates the overall framework of the proposed method. 

 

Stereo images 

Camera 
Calibration

Depth camera data

Camera 
Calibration

3D 
transformatio

n

Disparity
upsampling

Fusion depth 
estimation

Depth 
refinement

Final disparity map

Depth-
disparity 
mapping

 
Figure 5. Overall framework of depth fusion system  



 
 

 
 

 

4. EXPERIMENTAL RESULTS 
In order to evaluate the performance of the proposed method, we compare our proposed method with the stereo-image-
based and depth upsampling methods. They are captured at the resolution of 1280×960 pixels. The depth camera 

employs the resolution 176×144 pixels. Camera calibration was applied to these data sets for the accuracy of the 
processes. Figure 6 shows the disparity results of JBU, stereo matching, and proposed fusion method.  

 

 
(a) JBU                                                  (b) Stereo matching                                         (c) Proposed fusion 

Figure 6. Overall framework of depth fusion system  
 

The JBU results represent that boundary is not good, but we can obtain the precision disparity data, especially in regards 
to homogeneous region. On the other hand, the stereo matching method cannot produce disparity detail in homogeneous 
region. We compare view synthesis results for calculating disparity accuracy. Figure 7 shows the synthesized results for 
each method. The results indicate that the proposed method outperforms other comparative methods. The visual 
comparison of the experimental results demonstrates that the proposed method can represent the disparity detail and 
improve the quality in the vulnerable areas of stereo matching. 

 



 
 

 
 

 
(a) JBU                                                     (b) Stereo matching                                        (c) Proposed fusion 

Figure 7. View synthesized results  
 

5. CONCLUSION 
This paper presents a novel stereo disparity estimation method exploiting a depth camera. The depth camera is used to 
supplement crude disparity results of stereo matching. The camera array is determined to reduce the inherent problems of 
each depth sensor. Furthermore, the disparity acquisition algorithm deals with fully unsolved problems by fusing and 
refining the depth data. This increases the precision and accuracy of the final disparity values by allowing large disparity 
variation. 
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