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Abstract: In this paper, we present a multi-depth generation method using a time-of-flight (ToF) fusion camera system. Multi-view color cameras in the parallel type and ToF depth sensors are used for 3D scene capturing. Although each ToF depth sensor can measure the depth information of the scene in real-time, it has several problems to overcome. Therefore, after we capture low-resolution depth images by ToF depth sensors, we perform a post-processing to solve the problems. Then, the depth information of the depth sensor is warped to color image positions and used as initial disparity values. In addition, the warped depth data is used to generate a depth-discontinuity map for efficient stereo matching. By applying the stereo matching using belief propagation with the depth-discontinuity map and the initial disparity information, we have obtained more accurate and stable multi-view disparity maps in reduced time.
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1. Introduction

In recent years, three-dimensional television (3DTV) has been developed as the next-generation broadcasting system that can satisfy the growing demand for more realistic multimedia services [1]. In order to generate 3D video contents, we need multi-view images and depth information of the scene. Since the depth map represents the scene’s distance information, we can reconstruct intermediate-view images of the scene. They provide users wider and more natural 3D views. Therefore, generation of high-quality depth maps is necessary and their quality heavily influences the quality of 3D video contents.

In general, there are two categories when acquiring depth information of a scene: passive and active sensor-based methods. In the passive sensor-based method, stereo matching is one of the most popular methods [2]. Although it is efficient since obtaining data is easy, some difficulties, such as textureless or occluded regions, have remained.

The active range sensor-based methods generally employ measuring instruments to obtain the range information of the scene. Depth sensors based on a time-of-flight (ToF) technique are popular since they can obtain the depth information in real-time. However, ToF depth sensors have several problems to overcome, such as low spatial resolution and noisy acquisition, depending on the capturing environments.

Nowadays, there are several approaches proposed to obtain the depth information using both the passive and active range sensors. Those depth fusion systems are usually composed of stereo or multi-view cameras with ToF depth sensors. Gudmundsson et al. used a stereo camera with one ToF depth sensor, and they transferred the depth from the active range sensor to the color image position to initialize
disparity for stereo matching [3]. Bartczak and Koch obtained high-definition multi-view color images and one low-resolution depth image. They also warped a low-resolution depth image to reference color views for depth map generation [4]. Other approaches mentioned the integration of multiple cameras and one ToF depth sensor to generate high-quality depth maps [5, 6].

In this paper, we propose a ToF fusion system for a multi-depth-generation. It is composed of multiple color cameras and up to three ToF depth sensors. We also propose a post-processing for captured images and multi-depth generation process. The contribution of this work is that we minimize the inherent error and distortion in the captured images, and generate multi-view depth information based on stereo matching using the post-processed color and ToF depth images. Since the ToF depth data are utilized as assistance for stereo matching, we can obtain more accurate depth information in reduced time. Therefore, the proposed ToF fusion system can be effectively used for 3D content generation and practical 3D applications.

The remaining parts of this paper are organized as follows. In Section 2, we explain the proposed ToF fusion system and its problems. In Section 3 and Section 4, the proposed post-processing and multi-depth generation methods are explained. After showing the experimental results in Section 5, we conclude the paper in Section 6.

2. Multiple Color/ToF Fusion System

2.1 Camera Setup

Fig. 1 shows possible arrangements of multiple color cameras and ToF depth sensors. The color cameras are arranged in parallel, and the positions of the depth sensors are adjustable. The color cameras and the depth sensors are synchronized and connected to the control personal computers.

More than two color viewpoints are helpful for depth generation since it is hard to calculate the correct depth for occluded regions, weak-textured regions, and color-mismatched regions using two viewpoints. Therefore, the multiple color viewpoints help to solve this problem by referring to multiple adjacent-view images. In addition, the multiple viewpoints provide a wide viewing angle suitable for auto-stereoscopic 3D displays.

Moreover, the ToF depth sensors are used to assist multi-depth generation. Since the output resolution of the ToF depth sensor is usually too small, having multiple ToF depth sensors is advantageous for covering the views of all the high-resolution color images.

2.2 Color and Depth Capture

We obtain five-view high-resolution color images and three-view low-resolution depth and intensity images, as shown in Fig. 2. In the proposed ToF fusion system, we operate up to three ToF depth sensors, since they provide only three modulation frequencies and we need to avoid an interference problem among the emitted light signals [7].

2.3 Error and Distortion

Captured color and depth images have inherent errors and distortions. In color images, there are non-uniform disparities and vertical pixel mismatches among the views. Besides, they have different color representations for the same scene because of the camera’s physical features from light effects. These problems can pose difficulties in the stereo matching process to generate the depth information.

Moreover, the output image of the ToF depth sensor not only has a large amount of lens distortion, as shown in Figs. 2(b) and (c), but also has boundary errors. In addition, there is a difference between measured depth values by the depth sensor and estimated depth values from the color cameras, since two types of cameras have different positions in the z-
direction.

3. Post-processing of Captured Images

In this section, we explain each step in post-processing the captured color and depth images. The purpose of the post-processing is to minimize the inherent errors and distortions in the captured images. Fig. 3 shows the flowchart of the proposed post-processing.

3.1 Lens Distortion Correction

The depth image of the ToF depth sensor has a large amount of lens radial distortion. Due to this distortion, there exists a shape mismatch between the color and depth images. Also, the lens distortion interferes with some feature point-based processing, such as camera calibration.

In order to reduce this lens radial distortion, we perform lens distortion correction on the captured depth and intensity images [8]. After finding three distorted straight-line components in the distorted image, as shown in Fig. 4(a), we estimate the distortion center and the distortion parameter. Then, we can reconstruct the original image from the distorted image. Fig. 4(b) shows the depth and intensity images before and after the lens distortion correction.

3.2 Camera Calibration

Camera calibration is the process to obtain the camera parameters from the captured image. In order to calibrate multiple cameras, we use a number of checker board images, and then extract several corner points to find the cameras’ intrinsic and extrinsic parameters [9]. In the proposed method, we calibrate the depth sensors after lens distortion correction. Fig. 5 shows the lens distortion corrected checker board images for camera calibration.

3.3 Image Rectification

The proposed ToF fusion system has mounted color cameras in parallel manually. In general, images from the manually mounted multiple cameras, shown in Fig. 6(a), have geometric errors. These errors appear as vertical pixel mismatches and irregular horizontal disparities between the corresponding points in each view, as shown in Fig. 6(c).

Geometric errors in the multi-view images not only decrease time efficiency and accuracy of stereo matching, but they also reduce the visual quality of the 3D video contents. Thus, it is essential to minimize the geometric errors in the multi-view images.

Multi-view image rectification is a transformation to minimize the geometric errors in the multi-view images. Based on the original camera parameters, we estimate the new camera parameters. These new camera parameters have the same intrinsic features, rotations, and camera intervals, as shown in Fig. 6(b). Using these two sets of camera parameters for each camera, we calculate the transform matrices and apply them for all the cameras. As shown in Fig. 6(d), the rectified images have the same vertical coordinates between the corresponding points, and the same horizontal distances to adjacent viewpoints. [10].

3.4 Color Correction

Although we use the same type of cameras in our system, there are color differences among multiple-view images because of the different color response of each camera and the different illumination conditions. Because stereo matching calculates the data cost based on the color consistency between the target and reference-view images, we need to solve the color mismatch problem.

In order to correct the color differences, we use the
standard color chart, called a Macbeth chart. Each camera captures an image of the color chart, as shown in Fig. 7. After we define one view (usually the middle view) as the reference view, we apply a mapping function for each view based on the color chart samples [11].

### 3.5 Boundary Error Reduction

In this step, we minimize the boundary errors in the depth sensor images. These errors exist along object boundary pixels that have median depth values between two different depth planes. However, the ideal depth image has to divide the depth discontinuities without the median values. These median values are transferred to the wrong positions by 3D warping. Since the warped depth values are used as the initial disparity in the proposed method, the boundary errors decrease the performance of the multi-depth generation operation.

In order to solve this problem, we apply the shock filter to the depth camera image [12]. The shock filter can convert the smoothly increasing form to the form of step function. In addition, it flattens optical noises in homogeneous regions.

### 3.6 Depth-Disparity Mapping

Generally, disparity that is obtained in the rectified multi-view images of the scene, has a non-linear characteristic, as shown in Fig. 8(a). The data shown in Fig. 8(a) were obtained by capturing images of the checker-board patterns from several predefined positions within the background and camera, as shown in Fig. 9. The x-axis represents the distance from the camera position, and the y-axis indicates the disparity values in the pixels.

Due to the different representations of the actual range of the scene, it is necessary for us to correct the depth image. As shown in Fig. 8(b), we estimate a cubic curve between the disparity values and depth indexes for each camera. Using the estimated curves for each view, we can correct the depth index of each pixel of the depth image. Then, the corrected depth image from each view has the characteristics obtained from the corresponding color image.

### 4. Multi-depth Generation

In this section, we explain how to generate multi-view depth information. By using 3D warping, the ToF depth image is warped to the color image position, and it generates the depth-discontinuity map for the color image. After we estimate the initial disparity values, we can generate the disparity map of each view using the post-processed images.

#### 4.1 3D Warping

For accurate stereo matching, we use the initial disparity values. We regard the depth information obtained by the depth sensors as the initial disparity of a multi-view image. In order to match the depth images that have different resolutions compared to the color images, and that are
captured at different positions from the color cameras, we back-project the ToF depth images to the world coordinates using 3D warping. Then, the depth information in the 3D space is re-projected onto each image plane of the video camera. In the 3D warping process, ToF depth values are mapped to the disparity values via the depth-disparity mapping curve. Fig. 10 shows that the ToF depth information is mapped to the color image plane.

When we perform 3D warping of the ToF depth image, we first calculate the edge of the ToF depth image using the Canny edge detector. The edge indicates the depth discontinuity in the scene. Then, we exclude the edge pixel for 3D warping since the edge pixels that have median depth values could be located in the wrong position, as explained in Section 3.5.

4.2 Generation of Depth-discontinuity Map

The edge map calculated in Section 4.1 is also warped to the color image position to generate the depth-discontinuity map. It is difficult to separate the depth-discontinuity and depth-homogeneous regions using only color information. However, the edge map of the ToF depth image directly gives the depth-discontinuity information.

Several dilation operations to the warped edge map of the ToF depth image produce a rough depth-discontinuity map. In order to ensure that the discontinuity region becomes wider, we perform a few erosion operations to the rough depth-discontinuity map. The amount of dilation and erosion could be adjustable according to the color image resolution. Fig. 11 shows the depth-discontinuity map that is suitable for the color image.

4.3 Stereo Matching

We design the energy function $E(f)$ using the data cost, $D_p(f_p)$, smoothness cost, $S(f_p, f_q)$, and ToF cost, $T_p(f_p)$, shown in Eq. (1), where $p, q, f_p$ and $f_q$ are the current pixel positions, neighboring pixel positions, and possible disparity values in the given search range.

$$E(f) = \sum_p D_p(f_p) + \sum_{p,q} S(f_p, f_q) + \sum_p T_p(f_p)$$  

The data term calculation uses the sum of absolute differences (SAD) between the current and target viewpoints. In our approach, we use both left and right views to get more accurate depth information.

In order to calculate the data term for stereo matching, we use the initial disparity information from the ToF depth image by 3D warping and depth-disparity mapping. Using the initial disparity information, we reduce the computation time and increase the accuracy of stereo matching.

There are many holes, which have no initial disparities, in the warped ToF depth image, because of the resolution
differences between color images and depth camera images. We divide the warped ToF depth image into the following three cases based on conditions [13].

Case I shows that there is only one initial disparity value in the pixel window. The center pixel indicates the current pixel position. There are more than two different initial disparity values in Case II. Case III has no initial disparity values around the current pixel. In each case, we apply a different method to calculate the data term, considering the depth-discontinuity map.

At first, for each depth-homogeneous region, we trust the initial disparity from the ToF depth camera, since there is no depth discontinuity and no drastic change of depth values. For Case I, the data term of the current pixel has the lowest cost at the only one disparity value in the window, and we skip the cost calculation for the other disparity candidates. For Case II, the initial disparity \( d_i \) for the current pixel is calculated as the weighted sum of neighboring values.

\[
d_i(x,y) = \sum_k w_k d_{k,m}(x,y)
\]  

In Eq. (2), \( w_k \) is the weighting factor and \( d_{k,m} \) is the average of the pixel values according to the distance from the current pixel, as seen in Eq. (3) where \( n \) indicates the number of initial disparity values at the distance \( m \).

\[
d_{k,m}(x,y) = \frac{1}{n} \sum_{j=-k}^{k} \sum_{l=-k}^{k} d(x + mi, y + mj)
\]

After calculating the initial disparity for the current pixel, we define a short search range for data term calculation. Then, the data costs of the initial disparity value and around the initial disparity are computed. We skip the cost calculation for the other disparity candidates outside the search range.

Secondly, for the depth-discontinuous regions, we calculate the data term more carefully, since there could be radical depth changes. In Case I, we define the short search range around the only one initial disparity in the window, as with Case II for the depth-homogeneous regions. The data costs are calculated for the disparity candidates in the search range. For Case II, the search range becomes wider. The initial disparity is the average value of all the values in the window. The search range goes from the minimum value to the maximum value in the window, and the data costs are calculated for the disparity candidates in this range.

Thirdly, we calculate the data costs for all the disparity candidates for Case III, regardless of the depth-discontinuity map. Since we have no initial disparity, the search range is defined as being from the minimum disparity to the maximum disparity of the scene.

In (1), the smoothness term is calculated based on upper, lower, left, and right pixel values. The ToF term \( T_p \) represents the difference between \( f_p \) and \( d_{p,i} \) as Eq. (4), where \( d_{p,i} \) is the initial disparity value at pixel \( p \). However, for Case III, we set the ToF term to zero, since there is no initial disparity value. Finally, we optimize this function using belief propagation and obtain the final disparity map [14].

\[
T_p = \begin{cases} 
|f_p - d_{p,i}| & (\text{Case I \\& II}) \\
0 & (\text{Case III})
\end{cases}
\]

5. Experimental Results

We captured five-view color images and three-view ToF depth images. The ToF depth sensors were located below the second, third, and fourth color cameras. The horizontal and vertical distances between two cameras were 6.5cm and 7.5cm, respectively. The resolution of the color images is 1280×960 and the ToF depth images have 176×144 pixels.

We captured several test image sets. One set is shown in Fig. 2, and the other two sets are shown in Fig. 12. The results of post-processing for the captured images are shown in the previous sections. Then, we used a 9×9 search window for the initial disparity determination, and an 11×11 window for data cost calculation. For Case I and Case II, we assigned the short search range as four pixels. We generated the disparity maps of view 2, view 3, and view 4. View 1 and view 5 were used as reference viewpoints for stereo
matching.

Figs. 13-15 show the generated disparity maps of three images sets from stereo matching [14], stereo matching with ToF depth information [5], and from the proposed method, respectively. The disparity maps from stereo matching have wrong disparity values in the background regions especially for View 4. It is because of the weak texture in the background.

The results of Zhu et al. [5] and the results of the proposed method are similar in the background regions and along the object boundaries. However, the proposed method generated more stable disparity values for the background regions in View 4. In addition, as shown in Fig. 14, the stereo-with-ToF method has inaccurate disparity values at the lowest part of the middle object in View 2 and View 3, and the object boundary is incorrect for the upper side of the toy train.

The proposed method outperform the other methods, as shown in Table 1. In order to compare their results, we synthesized the intermediate views at the position for View 3 using the color images and disparity maps of View 2 and View 4, and we calculated the peak signal-to-noise ratio (PSNR) between the original and synthesized images of View 3. For all test image sets, the results of the proposed method generated more accurate intermediate view images, taking less processing time. The processing time is the average of the disparity generation times of View 2, View 3, and View 4. The accuracy increment and time reduction were obtained by skipping the data cost calculations and decreasing the search range for matching based on the three cases and the depth-discontinuity information.

### 6. Conclusion

In this paper, we proposed a multi-depth generation method using a ToF fusion system. After capturing multi-view color and ToF depth images, we performed post-processing to reduce the inherent error and distortion in the original images. Then, the ToF depth images were warped to color image positions and used for generation of a depth-discontinuity map and the initial disparity values for stereo matching. Using the depth-discontinuity map and the initial disparity, we increased the accuracy of the disparity map and reduced the processing time. Since the proposed method processes the result based on the initial disparity values, and it considers the ToF term in the energy function, we obtain more accurate and stable disparity values in weak texture regions and occluded regions than the results from previous methods. We expect that the proposed ToF fusion system and multi-depth generation method could be useful for 3D content generation and practical 3D applications.
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