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Abstract— In recent years, several stereo matching cost 

functions and cost aggregation methods have been developed to 

accurately estimate the disparity value. In this paper, we use the 

sum of absolute differences (SAD) and image gradient information 

to calculate the matching cost. For matching cost aggregation, we 

apply the guided image filtering; however, it provides different 

results depending on the guidance image. Since the input image 

has accurate pixel values in terms of the guidance image, we can 

aggregate the cost value while preserving object boundary region. 

However, guided image filtering is executed with pre-defined 

parameters, such as spatial and range variances value; thus, the 

filtered result has user dependency characteristics. In this paper, 

we propose a new edge detection method using smooth filtering to 

diminish the user dependency while preserving the object 

boundary region. On the contrary to raw input image, smoothed 

image can extract the edge information without unnecessary 

information of the object region. Based on the extracted edge 

information, we apply an adaptive weighting factor especially on 

the edge region for matching cost aggregation. We apply different 

weight factors on the extracted edge region and combine them with 

the general guided filtering result for the final cost aggregation 

result. Our experimental results show that the proposed method 

has a better performance than other filter based disparity 

estimation methods. 
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I.  INTRODUCTION  

Generating dense disparity map techniques have been 
developed for several years. The disparity map from stereo 
images is very critical issue in computer vision, since it works 
as an essential part in many computer vision applications, such 
as a 3D reconstruction, obstacle detection, and multi-view 
generation. The main problem is finding a correct corresponding 
pixel between rectified stereo images. To solve that kind of 
issues, large number of methods have been proposed. The main 
purpose of proposed technique is finding a disparity value with 
high accuracy and low computational complexity. Generally 
stereo matching strategies are classified into two types [1]; local 
and global methods. Local stereo matching method uses a 
predefined kernel to find a disparity value between stereo images. 
Even though the local method can estimate a disparity value 
within short execution time, it is very vulnerable to the window 

size. When the kernel size is small, it has high computational 
complexity and vice versa. Additionally, depending on the 
disparity search range, the estimated disparity map quality can 
be changed [2]. The global matching method does not use a 
kernel for disparity estimation, but it considers all the pixel 
values in stereo images. Because of that procedure, global 
disparity estimation result shows accurate disparity value than 
the local strategy result. 

To handle the conventional problems, which occurred by 
image noise and blurring effect in estimated disparity map, this 
paper proposes a smoothing filter based disparity estimation 
technique. Basically, we follow the traditional stereo matching 
procedure as insisted in [1] as follow; 1) computing an initial 
cost value for each pixel; 2) aggregating an initial cost values 
along with the support region; 3) determine the final disparity 
values at each pixel; 4) Applying a post-processing to remove 
the remaining artifacts or errors in the final disparity map. 
Especially, at the initial cost aggregation Step 2, we focus on the 
edge preserving cost aggregation strategy. Because the local 
matching method computes a cost value using predefined kernel 
size, the object edge information is not considered when 
computes an initial disparity cost value. Since the edge region 
provides important information, it has to be reserved in the 
disparity map. 

Estimating an accurate disparity value around the edge 
region is difficult because of the insufficient stereo image 
information. Usually the edge region, which across each objects 
disparity value is inaccurately estimated. Since the occlusion 
area affects to the disparity estimation procedure, many object 
boundary area has a different disparity value. In this paper to 
solve that problem, we smooth the input image using Gaussian 
and joint bilateral filter. Based on that filtered input image, we 
extract an edge region. The extracted edge region has clearer 
object boundary region than non-smoothed image based edge 
detection result. Then, by using the guided image filtering [3] 
the estimated cost is aggregated. Since the guided image filtering 
can aggregate the cost value using a guidance image, the edge 
information is well preserve than other conventional cost 
aggregation approaches. Additionally, we apply the different 
weighting value while performing the cost aggregation 
procedure except for non-edge region. As a result of that we can 
estimate an accurate disparity map especially improved object 
boundary region. 
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A. Related Works 

Generally used raw stereo images contain many kind of 
noise such as radio metric differences and blurring artifacts. To 
compensate a radio metric error problem in a disparity map, 
background subtraction method is developed [4]. Additionally, 
the median filtering is widely used as a basic filtering to remove 
the noise factors in raw image. The guidance image based image 
filtering method is developed, which uses the raw image as a 
guidance image. The guided image filtering [3] performed well 
especially preserving object boundary region. For this kind of 
advantage, the guided image filtering is widely used many image 
processing algorithms, e.g., cost aggregation [5, 6] in Step 2. If 
error contained raw image was used as a guidance image, then 
the quality of filtering result is degraded. Herein, we adopt the 
new smooth filtering to suppress the small scale factors in raw 
image. 

The initially calculated matching cost value from Step 1 is 
aggregated in Step 2 using a cost aggregation method. Usually a 
cost aggregation method assumes that, homogeneous regions 
have little difference disparity values and their neighbor pixels. 
Because of that reason, the major homogeneous regions share 
their disparity values after the cost aggregation. The cost 
aggregation method types are generally divided into three types: 
kernel based method, filter based method and segment based 
method. In this paper, we adopt a filter based cost aggregation 
method, especially the guided image filtering based aggregation 
technique [7]. Estimating an accurate disparity value is quite 
important issues especially near the object boundary regions. To 
generate an improved disparity map, we apply the weighted cost 
aggregation method.  

B. Contributions 

We estimate a disparity map while following the general 
disparity map generation procedure as indicated in [1]. Many 
powerful disparity estimation techniques are provided in each 
disparity generation steps. However, we only focus on Step 1 
and Step 2 to improve the quality of disparity map. In Step 1, we 
apply the smooth filtering to remove small scale factors. That 
factors affect to disparity cost computation even though it is not 
important factors while generating a final disparity map. The 
final goal of this smooth filtering is preserving the object 
boundary region in the disparity map. Additionally, we propose 
the weighted cost aggregation method based on guided image 
filtering. Basically the guided image filtering method well 
preserve the edge region while aggregating cost values. 
However, by applying adaptive weighting method at the cost 
aggregation stage, we can improve the disparity map quality. 
The weighting factors only affect to extracted edge region and 
the other region is not affected by weighting factors.  

 

II. MATCHING COST MODEL AND SMOOTHING FILTER 

A. Mixed Matching Cost Model 

The stereo matching methods mainly divided into two types: 
local and global strategies. Local approach uses kernel for 
computing a matching cost between stereo images. To measure 
the difference between corresponding pixels, sum of absolute 
differences (AD) is applied in our stereo matching system. AD 
is easy to implement and the color difference help to reduce the 

matching ambiguities in repetitive texture region. Because of 
those several advantage, AD is commonly used in local stereo 
matching procedure. The AD matching is performed with three 
RGB channel and considers the pixel value within the pre-
defined kernel N as indicated in (1). 

 CostAD(x, y) = ∑ |𝐼𝐿(𝑖, 𝑗) − 𝐼𝑅(𝑖 + 𝑑, 𝑗)|

(𝑖,𝑗)∈𝑁(𝑥,𝑦)

 (1) 

 

Since the AD matching procedure does not consider the 
object boundary information, AD based disparity map has 
inaccurate disparity value especially near the object boundary 
regions. To compensate the weakness of AD matching method, 
image gradient information is mixed with AD matching function. 
The image gradient contains plentiful structural information and 
it is not affected by illuminance variation condition. The 
gradient information is taken from the intensity of input image, 
and obtaining a gradient based cost matching procedure is 
represented in (2). 

  CostGrad(x, y)= 
                    ∑ |∇𝑥𝐼𝐿(𝑖, 𝑗) − ∇𝑥𝐼𝑅(𝑖 + 𝑑, 𝑗)| +(𝑖,𝑗)∈𝑁𝑥|(𝑥,𝑦)

                    ∑ |∇𝑥𝐼𝐿(𝑖, 𝑗) − ∇𝑥𝐼𝑅(𝑖 + 𝑑, 𝑗)|(𝑖,𝑗)∈𝑁𝑥|(𝑥,𝑦)
  

 

(2) 

Instead of using each matching cost method (AD, gradient), 
combined matching cost function measurement achieves better 
performance. Thus, we applied combined cost approach for 
initial matching cost. The combined matching cost function is 

composed with weighting parameter α.  

𝐶𝑜𝑠𝑡(x, y) = (1 − α) ∙ 𝐶𝑆𝐴𝐷(𝑥, 𝑦) + 𝛼 ∙ 𝐶𝐺𝑟𝑎𝑑(𝑥, 𝑦) (3) 
 

The initially estimated disparity map using combined 
matching cost is indicated in Fig. 1. Even though we adopt the 
gradient information, the edge region pixel values in estimated 
disparity map is still inaccurate. 

 

Fig. 1. Initial disparity map with combied cost function 

B. Smooth Filtering 

A Texture region contains typically oscillated small-scale 
factors. Since the small-scale factors have different color 
channel values with their neighbor pixel values, initially 
estimated disparity map has some errors in most of texture 
regions. When those texture regions are very close to the object 
boundary region, the estimated disparity value is not accurate. 
Since the cost aggregation with this kind of errors derives an 
improper cost aggregation result, we apply the smooth filtering 
to extract a clear edge region from raw image. 



Most of all, removing the small-scale factor is important 
issues in smooth filtering. Such that, we apply the Gaussian 
filtering as a first step. The Gaussian filtering is widely used to 
remove a noise from raw input image. We express this operation 
with input image I and output image G as shown in (4). 

𝐺(p) = ∑ exp (−
‖𝑝 − 𝑞‖2

2𝜎𝑠
2

) ∙ 𝐼(𝑞)

𝑞∈𝑁(𝑝)

 (4) 

 

where p and q indicate index pixel in input raw image, σ is the 

standard deviation and N(p) represents the set of neighboring 
pixels of p. The Gaussian filter completely removes the small-

scale factors, which smaller than σ as indicated in (4). This 

function efficiently implemented by separating kernels in 
perpendicular directions. After the Gaussian filtering, the raw 
image no longer contains small-scale factors, but it still has 
burring problem not only homogeneous region but also the 
object boundary region as shown in Fig. 2 (a).  

 

 

Fig. 2. Filtering results for image smoothing. (a) Gaussian filtering, (b) Joint 
bilaterl filtering on (a) result. 

To compensate the burring artifact in smooth filtering result, 
we apply the joint bilateral filter on the Gaussian filtered image. 
Since the joint bilateral filter is traditionally used in cost 
aggregation and filtering method to preserve the edge region, we 
apply this filter on the blurred image. The spatial and range 
values of input and Gaussian filtering result image are computed 
to recover the edge region. In this case, the original input raw 
image was used as a guidance image as formulated in (5). 

 

𝐽(𝑝, 𝑞) = ∑ exp (−
‖𝑝 − 𝑞‖2

2𝜎𝑠
2

−
‖𝐼(𝑝) − 𝐼(𝑞)‖2

2𝜎𝑟
2

)

𝑞∈𝑁(𝑝)

 (5) 

 

where I indicates the input raw image, 𝜎𝑠 and 𝜎𝑟 represent the 
spatial and range standard deviation respectively. From (5), we 
notice that the input I is guided by the structure of overall 
function. The joint bilateral filtering result is displayed in Fig. 
2 (b). When it compares with the Fig. 2 (a), the burring artifacts 
are removed and such that the object boundary region is more 
clearly represented in Fig. 2 (b). From this result, we can get a 
noise free image especially in the object inside area. 
Simultaneously, the edge information is also well preserved. 

III. COST AGGREGATION WITH ADPATIVE WEIGHT 

The initially measured cost value from (3) is usually contains 
noise, which influence the final disparity map. To refine the 
initial matching cost value, the guided image filtering is 
conventionally used [4, 5]. The set of matching image slices 𝐿 =
{1,2, … N} , which derived by applying the winner-takes-all 
(WTA) from initial matching cost image volumes. The cost 
volume 𝐿 slices are filtered to derive a more precise matching 
cost value such as (6). 

𝐶𝑖,𝑗
′ = ∑ 𝑊𝑖,𝑗(𝐼)𝐶𝑖,𝑗

𝑗

 (6) 

 

where 𝐶𝑖,𝑗 is a set of slice, 𝐶𝑖,𝑗
′  indicates a filtered matching cost 

volume and 𝑊𝑖,𝑗 represent the cost filtering weight. Herein, we 

adopt the guided image filtering for filtering weight as 
described in (7). 

𝑊𝑖,𝑗 =
1

|𝑤|2
∑ (1 + (𝐼𝑖 − 𝜇𝑘)𝑇(∑

𝑘
+ 𝜖𝑈)

−1
(𝐼𝑗 − 𝜇𝑘))

𝐾:(𝑖,𝑗)∈𝑤𝑘

 (7) 

 

In (7), 𝜇𝑘  and ∑
𝑘

 are the mean vector and covariance of 

input image I in a squared window 𝑤𝑘  centered at pixel k 
respectively. U denotes the intensity matrix. The other 
parameter |𝑤|2  is number of pixels in the window and 𝜖 
represents the smoothness factor. Herein, we propose a 
weighting function while performing the guided filtering based 
cost aggregation. Firstly, we extract the edge information from 
the smooth filtered image. As indicated in Fig. 3 (b), the critical 
object edge regions are clearly extracted than non-filtered image 
edge result in Fig. 3 (a). 

 

Fig. 3. Extracted edge region from raw input. (a) raw input image and 
extracted edge (b) smoothed input image and extracted edge. 

The weight factor is applied to only on the extracted edge 
region, and the other region performs the guided image filtering 
for cost aggregation as indicated in (8). 

𝐶𝐴𝑔𝑔 = ∑ 𝛼 ∙ 𝐺(𝐼, 𝐶𝑣𝑜𝑙(𝑖),𝐸𝑑𝑔𝑒) + (1 − 𝛼) ∙ 𝐺(𝐼,

𝑑𝑖𝑠𝑝

𝑖=1

𝐶𝑣𝑜𝑙(𝑖)) (8) 



When the extracted edge region has same corresponding 
pixels in the initial matching cost, then that pixel adopt the 
Gaussian filtering to enhance that pixel value while performing 
the cost aggregation. Such that, the mean( 𝜇𝑘 ) and 
covariance(∑

𝑘
)  values are changed in guided image filtering 

procedure. Since we apply the Gaussian filtering on the 
corresponding pixel value with the edge information, a neighbor 
pixel values are smoothed than that pixel value. 

 

IV. EXPERIMENT RESULTS AND EVALUATION 

We conducted experiments using Middlebury test sequences 
to verify an efficiency of the proposed disparity estimation 
method. The test benchmark contains four image sets, such as 
Teddy, Cones, Venus, and Tsukuba. The performance of each 
disparity map is evaluated using bad pixel rate (BPR) value. 
Since the proposed method focus on the edge preserved disparity 
estimation, we also evaluate two regions; whole(all) and 
discontinuities(disc.) region. The disparity results are shown in 
Fig. 4. To evaluate the performance of proposed method, we 
compare other filtering based stereo matching results. 

 

 

Fig. 4. Experiment result with Middlebury test sequencecs 

We can get more accurate disparity results, when compare to 
the proposed result with other conventional methods. Especially, 
in test sequence Tsukuba, the background of objects is 
accurately estimated than other results. The other test sequences 
also have improved disparity quality near the object boundary 
regions. To numerically evaluate the performance of proposed 
method, Table 1 shows the BPR comparison results. Overall 
improvement of proposed method is about 1.2% than other 
conventional methods. The weighted median filtering (WMF) 
and cross-based local multipoint filtering (CLMF) methods are 
used to smoothing the input raw image for edge extraction. 
However, the mixed Gaussian and JBF method shows better 
edge extraction result than other smoothing filters. Because of 
that reason, the proposed adaptive weighting factors are quite 
well applied while performing the cost aggregation. By applying 
the weighting factor, the object boundary information preserving 
performance is improved than original cost aggregation method. 

TABLE I.  BPR COMPARISON RESULTS 

Sequence 

WMF CLMF-1 Proposed 

all disc. all disc. all disc. 

Teddy 13.86 14.75 13.19 14.83 11.54 12.21 

Cones 15.22 16.73 14.93 15.47 12.81 13.04 

Venus 3.37 4.92 2.86 3.88 2.63 4.39 

Tsukuba 5.45 6.73 5.15 6.51 4.28 6.10 

 

V. CONCLUSION 

For edge preserved disparity estimation, we propose the 
smooth filtering based adaptive weighting method. We basically 
follow the stereo matching procedure. Among that procedure, 
we especially concentrate on pre-processing and cost 
aggregation step. The small-scale factors, which in the raw input 
image influence to the computation of initial matching cost. To 
prevent the influence of small-scale factor, the Gaussian and 
joint bilateral filter based image smoothing is performed. Based 
on that smoothed image, we extract the strong object boundary 
edge information. Since the smoothing filtering remove the 
small-scale factor, the extracted edge does not contain tiny edge 
regions. While aggregating the matching cost, we apply the 
adaptive weighting factors only on the extracted edge pixels. By 
assigning a weight on the edge region while performing the cost 
aggregation, the final disparity map has accurate value than 
other conventional method results. 
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