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Abstract— Stereo matching methods are used mainly to 

obtain the depth information in stereo images. Since stereo 

images are taken from two different viewpoints for the 

same scene, we have occlusion regions that are visible in 

only one image, but not in the other image. Because the 

occlusion region lacks information on corresponding points, 

disparity errors occur in the disparity map. In order to 

correct the occlusion region, we propose a disparity map 

refinement method based on coarse-to-fine (CTF) image 

segmentation. Experimental results show the proposed 

method generates a higher quality depth information than 

other methods; in particular the proposed method reduces 

disparity errors in discontinuity regions. 
 

I. INTRODUCTION 

Realistic content refers to next generation content that offers 

a real-world experience based on information and 

communications technology (ICT). 3D imaging technology is 

one of realistic content technologies and the most widely 

researched area. In order to use 3D image in various application 

fields, it is necessary to acquire depth information of either two 

or multi-view images. In general, depth information can be 

obtained through a passive method that uses only the 2D 

features of an image, such as stereo matching, or an active 

method using a device directly, such as a depth camera.  

A stereo matching algorithm is mainly used to obtain the 

depth information in stereo images. And it is the process to find 

the corresponding points in stereo images and generate the 

disparity map related to the depth information. This stereo 

matching algorithm generally performs four steps: cost 

computation, cost aggregation, disparity selection, and 

disparity refinement [1]. 

In this paper, we propose a post-processing method in the 

stereo matching to improve accuracy of the disparity map. To 

obtain the initial disparity map, we use the truncated absolute 

difference of color and gradient (TAD C+G) cost function [2] 

and guided filter [3]. Also, the cross-consistency checking 

method is used to detect the occlusion region. In order to 

correct the occlusion region, we perform a disparity map 

refinement method based on coarse-to-fine (CTF) image 

segmentation. 

 

II. INITIAL DISPARITY MAP ESTIMATION 

A. Cost Computation Using TAD C+C Cost Function 

For a stereo color pair, the cost volume 𝐶 is constructed by 

applying cost computation. The cost volume represents 

matching costs for each pixel at all possible disparity levels. 

For a single pixel 𝑖 = (𝑥𝑖 , 𝑦𝑖) and disparity level 𝑙, its cost 

function 𝐶(𝑖, 𝑙), which is TAD C+G, can be expressed by (1). 

Two terms, color and gradient term, exist in this function. 
 

 

where 𝐼𝐿  and 𝐼𝑅  denote the left and right color images, 

respectively; 𝑖𝑙  is the corresponding pixel of a pixel 𝑖 with a 

disparity level 𝑙  (i.e., 𝑖𝑙 = (𝑥𝑖 − 𝑙, 𝑦𝑖)); 𝛼 is a parameter that 

balances the color and gradient terms; and 𝜏1  and 𝜏2  are 

truncation values to prevent the matching cost from increasing 

because of the occlusion region. 

B. Cost Volume Filtering Using a Guided Filter 

After a cost volume is constructed, the disparity level of the 

lowest cost is chosen at each pixel. The result is noisy because 

the pixel-to-pixel comparison is too sensitive to noise. 

Therefore, each slice of the cost volume must be filtered. To 

filter the cost volume, we use the guided filter because it has an 

edge-preserving property and low complexity.  

The filtered cost volume 𝐶′ is expressed as follows. 
 

 

where 𝑖  and 𝑗  are pixel indexes. 𝑊  is the guided filter 

weight function and 𝐶 is the cost volume at neighboring pixels 

in the window 𝜔𝑘 . The guided filter weight function is 

expressed as (3).  
 

 

where 𝜇𝑘  and 𝜎𝑘
2  are the mean and variance of guidance 

image  𝐼 which is the left image. 𝜖 is a regularization parameter. 

𝐶(𝑖, 𝑙) = (1 − 𝛼) ∙ min(‖𝐼𝐿(𝑖) − 𝐼𝑅(𝑖𝑙)‖, 𝜏1) 

+𝛼 ∙ min(‖∇𝑥𝐼𝐿(𝑖) − ∇𝑥𝐼𝑅(𝑖𝑙)‖, 𝜏2) (1) 

𝐶′(𝑖, 𝑙) =  ∑ 𝑊(𝑖, 𝑗)𝐶(𝑗, 𝑙)

𝑗∈𝜔𝑘

 (2) 

𝑊(𝑖, 𝑗) =
1

|𝜔𝑘|2
∑ (1 +

(𝐼(𝑖) − 𝜇𝑘)(𝐼(𝑗) − 𝜇𝑘)

𝜎𝑘
2 + 𝜖

)

𝑘:(𝑖,𝑗)∈𝜔𝑘

 
(3) 
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C. Disparity Selection by WAT Method 

Once the cost volume is filtered, the disparity level of any 

pixel 𝑖 is simply chosen in a winner-take-all (WAT) method. 

The use of WAT method is to find the minimum cost value. 

The initial disparity 𝑑(𝑖) is defined in (4). 
 

𝑑(𝑖) =  arg min
𝑙∈ℒ

𝐶′(𝑖, 𝑙) (4) 
 

And then we can obtain the initial disparity map. Fig. 1 

represents initial disparity maps of the Middlebury stereo 

image dataset. 

 

 

Fig. 1   Initial disparity maps. 

III. DISPARITY MAP REFINEMENT 

To solve the inaccuracy of the initial disparity map, we 

should perform disparity refinement as a post-processing step. 

There are two steps in disparity refinement process. First step 

is occlusion detection and second step is occlusion correction. 

We use the cross-consistency checking method to detect 

occlusion regions and disparity errors. The cross-consistency 

checking method is expressed as (5). 
 

𝑐(𝑥) =  {
0,   𝑖𝑓 𝑑𝑙(𝑥) ≠ 𝑑𝑟(𝑥 − 𝑑𝑙(𝑥))   𝑜𝑐𝑐𝑙𝑢𝑠𝑖𝑜𝑛 𝑟𝑒𝑔𝑖𝑜𝑛              

1,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                𝑛𝑜𝑛 − 𝑜𝑐𝑐𝑙𝑢𝑠𝑖𝑜𝑛 𝑟𝑒𝑔𝑖𝑜𝑛 
 (5) 

 

where 𝑑𝑙(𝑥) is the disparity value of the 𝑥 point in the left 

disparity map and 𝑑𝑟(𝑥 − 𝑑𝑙(𝑥))  is the disparity value of the 

𝑥 − 𝑑𝑙(𝑥) point in the right disparity map.  

 The goal of the proposed method is to improve the accuracy 

of the disparity map using a new occlusion correction method. 

Fig. 2 shows the overall framework of the proposed method. 

Our method is categorized in the following four steps: 1) 

coarse-to-fine image segmentation; 2) image labeling and 

histogram calculation; 3) calculation of the candidate disparity 

value; 4) decision of the final disparity value. 

 

 

Fig. 2   Overall framework of the proposed method. 

A. Coarse-to-fine Image Segmentation 

Our proposed method uses a new coarse-to-fine paradigm. 

As illustrated in Fig. 3, multiple-level coarse-to-fine 

segmentations are conducted on the initial disparity maps using 

a color image. The initial disparity map is segmented starting 

from the coarsest to the finest segmentation level.  

 

 

Fig. 3   Coarse-to-fine image segmentation. 

 

Segmentation level 𝑙𝑝  is determined by the number of 

superpixels 𝑘. First, in the coarsest segmentation level 𝑙1, the 

disparity map is segmented according to the initial number of 

superpixels 𝑘1 . Then, in other segmentation levels, the 

disparity map is segmented by doubling the number of 

superpixels from the previous level.  

In each segmentation level 𝑙𝑝 , we segment the initial 

disparity map using the simple linear iterative clustering (SLIC) 

method [4]. 

The SLIC is a method of clustering all the pixels in an image 

with several superpixels using the color and distance 

information between the pixel and cluster. Simplicity and fast 

computational speed are the advantages that can be gained from 

this method. This is performed using cluster information only 

in a certain region (i.e., without using all cluster information of 

an image).  

As shown in Fig. 4, the SLIC clusters the pixels in the image 

with the number of superpixels 𝑘. 

 

 

Fig. 4   Overall framework of the SLIC method. 
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B. Image Labeling and Histogram Calculation 

After the initial disparity map is segmented at each 

segmentation level, each segmented region is labeled. The 

histogram then is used to obtain the mode of disparity value in 

each labeled region as shown in Fig. 5. 

 

 

Fig. 5   Image labeling and histogram. 

 

The mode 𝑀𝑓𝑘
 of the disparity value is expressed as follows. 

 
𝑀𝑓𝑘

= argmax
𝑑

𝑐(𝑑) (6) 

 

where 𝑐(𝑑) is the count of the disparity value and 𝑓𝑘 is the 

label for 𝑘 = {1,2, … , 𝐾}.  

Image labeling and histogram calculation are repeated at 

each segmentation level.  

C. Calculation of the candidate disparity value 

To obtain the candidate disparity map, the mode of disparity 

value is filled in the occlusion region. The mode of disparity 

value is the candidate value 𝑑𝑙𝑝(𝑖). In the non-occlusion region, 

the original disparity value is filled. If the process is repeated 

at each segmentation level, the candidate disparity maps can be 

obtained at each segmentation level. 

The candidate disparity 𝑑𝑙𝑝(𝑖)  is expressed as (7). Fig. 6 

shows the results of the candidate disparity maps at each 

segmentation level.  

 

𝑑𝑙𝑝(𝑖) = 𝑀
𝑓𝑘

𝑙𝑝(𝑖)        𝑖𝑓 𝑜𝑐𝑐𝑙𝑢𝑠𝑖𝑜𝑛 𝑟𝑒𝑔𝑖𝑜𝑛 (7) 

 

 

Fig. 6   Candidate disparity maps. 

D. Decision of the final disparity value 

In the occlusion region, the final disparity value is 

determined to be the minimum value of the average difference 

among the candidate disparity values. The final disparity value 

in the occlusion region is expressed as (8). 

 

𝑑′(𝑖) = min|𝑑𝑙𝑝(𝑖) − 𝜇(𝑖)|       𝑖𝑓 𝑜𝑐𝑐𝑙𝑢𝑠𝑖𝑜𝑛 𝑟𝑒𝑔𝑖𝑜𝑛 (8) 

 

where 𝜇(𝑖) is the average of the candidate disparity values 

of all segmentation levels at pixel 𝑖 . 𝜇(𝑖)  is defined in (9), 

where 𝑝 is the number of segmentation levels. 

 

𝜇(𝑖) =
1

𝑃
∑ 𝑑𝑙𝑝(𝑖)

𝑃

𝑝=1

,        𝑝 ∈ {1,2, … , 𝑃} (9) 

 

Fig. 7 shows that the final disparity map is determined based 

on the candidate disparity maps. 

 

 

Fig. 7   Determination of final disparity map. 

IV. EXPERIMENT RESULTS 

Our experiment on the proposed method includes four test 

images obtained from the Middluebury website: Venus, Teddy, 

Cones, and Tsukuba.  

Fig. 8 shows the final disparity maps derived from the 

proposed method and other stereo matching algorithms. 

 

 
 

(a) GC+occ (b) CCH+SegAggr (c) Chang’s method (d) Proposed method 

Fig. 8   Final disparity maps of proposed method and conventional 

methods. 
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In Fig. 8, it can verified that the proposed method come up 

with better results than the conventional stereo matching 

algorithms. 

To evaluate the performance of the stereo matching 

algorithm, we require a quantitative means to estimate the 

quality of the computed correspondences. Therefore, we 

compute the bad pixel rate based on known ground truth data. 

The bad pixel rate 𝐵 is defined by (10) [1]. 

 

𝐵 =
1

𝑁
∑ (|𝑑𝐶(𝑥, 𝑦) − 𝑑𝑟(𝑥, 𝑦)|

(𝑥,𝑦)

> 𝛿𝑑) (10) 

 

where 𝑑𝐶(𝑥, 𝑦) and 𝑑𝑟(𝑥, 𝑦) are the computed disparity and 

ground truth maps, respectively; 𝑁  is the total number of 

pixels; and 𝛿𝑑  denotes disparity error tolerance. In our 

experiments, we use 𝛿𝑑 = 1.0. 

 We measure the bad pixel rate in three kinds of regions: all 

regions, non-occluded regions, and discontinuity regions, 

denoted as “All”, “Nonocc.”, and “Disc.”, respectively.  

Table 1 lists the final results of the proposed method. The 

proposed method uses coarse-to-fine image segmentation for 

occlusion correction. We also compare the proposed method 

with other stereo matching algorithms. Results show that the 

overall bad pixel rates of the proposed method are lower than 

the rates in other stereo matching algorithms.  

 
TABLE   I 

FINAL  COMPARISON  RESULTS 

 

In Fig. 9, we show the average of bad pixel rate by the region 

types that are all, non-occlusion, and discontinuity regions. In 

the three different regions, the proposed method outperforms 

other stereo matching algorithms. In particular, our proposed 

method performs best in discontinuity regions than in other 

regions. 

 

 

Fig. 9   Average of BPR by the region types. 

V. CONCLUSIONS 

In this paper, we propose a disparity refinement method 

based on coarse-to-fine image segmentation. In particular, we 

concentrate on the means by which to enhance the quality of a 

disparity map. First, we obtain an initial disparity map using 

the TAD C+G cost function and guided filter. Second, we 

propose a new post-processing method of stereo matching. We 

use a cross-consistency checking method to detect the 

occlusion and disparity errors. We then correct the occlusion 

and error pixels using coarse-to-fine image segmentation. We 

employ a SLIC superpixel segmentation algorithm for this 

purpose. Experimental results show that the proposed method 

performs better than the conventional method. In particular, the 

proposed method using coarse-to-fine image segmentation 

reduces disparity errors in discontinuity regions. 
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GC+occ 

[5] 

CCH+SegAggr 

[6] 

Chang's 
method  

[7] 

Proposed 

method 

Venus 

All 2.19% 0.94% 1.06% 1.04% 

Nonocc. 1.64% 0.41% 0.43% 0.63% 

Disc. 6.75% 3.97% 2.90% 4.23% 

Teddy 

All 17.40% 14.30% 13.81% 10.46% 

Nonocc. 11.20% 8.08% 7.10% 4.84% 

Disc. 19.80% 19.80% 20.03% 15.86% 

Cones 

All 12.40% 12.90% 12.08% 10.71% 

Nonocc. 5.36% 7.07% 4.42% 3.70% 

Disc. 13.00% 16.30% 11.99% 10.38% 

Tsukuba 

All 2.01% 2.11% 2.60% 2.07% 

Nonocc. 1.19% 1.74% 2.30% 1.59% 

Disc. 6.24% 9.23% 9.57% 8.07% 

Average 8.27% 8.07% 7.36% 6.13% 
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