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ABSTRACT

In this paper, we address the extended depth of field method,
which appropriately applicable to a set of stack images. The
proposed fusion algorithm improved a conventional discrete
wavelet transform using spatial frequency and sum-modified-
Laplacian. Both methods are applied to the approximation
coefficient and the detail coefficients (horizontal, vertical and
diagonal) for calculating in-focused regions. After that, the
sharp areas of each stack images are combined with the fu-
sion image process. Finally, the inverse wavelet transform
is utilized to obtain a final result image. The performance
of the proposed method is conducted and compared with
conventional fusion methods. Experiment results can demon-
strate that the proposed method outperforms other reference
methods.
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1 INTRODUCTION

The depth of field (DOF), also called focus range or effective
focus range, is the distance between the nearest and farthest
objects in a scene that appears acceptably sharp in an image.
Extended DOF creates an image with an extended focal
range from a series of images focused at a different depth,
particularly useful for computer vision, digital photography,
and macro photography. So that multi-focus image fusion
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is the process which combines two or more different focal
image with the same scene into a single image, maintaining
the significant information from each of the stack images.
Therefore, all important objects in the image are in-focused.
Generally, the digital camera can set only one distance focus
at a time. Then, to acquire a set of stack images with the
same scene by captured in a single shot, a light field camera
such as Lytro camera [8] and Raytrix camera [10] provide
a set of the stack images with different focal display in the
same view.

In recent year, many depth of field extension techniques
have been developed, e.g., Li et al. [6], introduced a method
based on the selection of image blocks from source images
to construct the fused image using spatial frequency. While
Desale et al. [2], proposed a study and analysis of image fusion
technique by way of PCA, DCT, and DWT. Moreover, Wang
et al. [11], presented multisource image fusion using spatial
frequency and simplified pulse coupled neural network. In this
paper, we proposed an improved discrete wavelet transform
using spatial frequency and sum-modified-Laplacian to detect
focal regions and reconstruct in-focused regions to an all-in-
focused image.

2 PROPOSED METHOD

The following techniques are involved in the proposed meth-
ods implementation. Light field camera [8] is utilized as a
capture device. Light field picture splitter [9] is applied to
split the raw file into different focus level images. This process
provided a set of different focal images which display the
same position as shown in Fig. 1.

Figure 1: A set of different focal images.
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Figure 2: DWT decomposition.

2.1 Discrete wavelet transform (DWT)

Discrete wavelet transform uses a cascade of special low-
pass and high-pass filter and a sub-sampling operation. The
output from first-order of DWT contains four decomposition
parts as shown in Fig. 2. Those are CA, CH, CV and CD,
where CA is the approximation coefficient, which is sensitive
to human eyes [5]. While CH, CV, and CD are the detail
coefficient (horizontal, vertical and diagonal) which have
more detail information more than CA. Since DWT of image
signals produces a nonredundant image representation, it
can provide better spatial and spectral localization of image
information.

2.2 Spatial frequency (SF)

Spatial frequency, which originated from the human visual
system, indicates the overall active level in an image. It is
difficult to completely comprehend the human visual system
with current physiologic means. While the use of SF has led
to an effective contrast criterion for image fusion [7].
SF is defined as:

𝑆𝐹 =
√︀

(𝐶𝐹 )2 + (𝑅𝐹 )2 (1)

whereRF and CF are the row frequency and column frequen-
cy respectively:
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for M x N image with a grayscale I(x, y) at (x, y) coordinate.

2.3 Sum-modified-Laplacian

Sum-modified-Laplacian is developed to compute a local
measure of the quality of image focus. SML can provide
better performance in focus measurement criterion [4]. SML
is defined as:
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2.4 Enhancement SML (eSML)

In the homogeneous region, the focus measure can be affected
by the pixel noise [1]. In order to decrease this effect, the
SML values are computed in a small window to determine
the eSML focus measure of the center pixel (x, y) as:

𝑒𝑆𝑀𝐿 =

𝑖=𝑥+𝑁∑︁
𝑖=𝑥−𝑁

𝑗=𝑦+𝑁∑︁
𝑗=𝑦−𝑁

𝑆𝑀𝐿(𝑖, 𝑗) (5)

2.5 Image fusion

The wavelet decomposition coefficient structures (approxima-
tion and detail coefficients) are combined as:

𝐹𝑖,𝑗 = 𝐷𝑚
𝑖,𝑗 (6)

𝑤ℎ𝑒𝑟𝑒 𝑚 = argmax𝑡 𝐶
𝑡
𝑖,𝑗 , 𝑡 = 1, 2, ..., 𝑁

where 𝐹𝑖,𝑗 is a final coefficient in an all-focused image at (i,
j). While 𝐷𝑚

𝑖,𝑗 is a maximum coefficient information at (i, j).

𝐶𝑡
𝑖,𝑗 is a coefficient information at t stack image. N is a set

of input stack images.

2.6 The proposed method procedure

A summary of the proposed method is provided as follow:

(1) Apply the DWT on each image of the input stack
images,

(2) Apply the SF by using Eq. (1) to (3) for the approxi-
mation coefficients (CA),

(3) Apply the SML by using Eq. (4) for the detail coeffi-
cients (CH, CV, and CD),

(4) Apply the eSML by using Eq. (5) for the noise reduction
improvement in the detail coefficients,

(5) Combine each coefficient of the approximation and
detail coefficients by using Eq. (6), and

(6) Apply an inverse discrete wavelet transform to obtain
a multi-focus image with extended depth of field as a
final image.

3 EXPERIMENT RESULTS

The experiments are conducted to compare the performance
of the proposed method with those of popular widely con-
ventional methods (such as pixel averaging method, DWT-
averaging method [2], DWT-maximum method [2], and the
spatial frequency method). We conducted experiments on
512 × 512 pixels sample images. The test images are a set
of cup and stuff images, which contain multiple objects at
different focus level images capturing by light filed camer-
a [8]. In all our experiments, we set 𝑇𝑆𝑀𝐿 to be 10. The
experiment results are presented in Fig. 3 and 4. From the
fusion results, we can easily observe that the results of the
pixel averaging and DWT methods have a lower contrast
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Table 1: Objective evaluation of the extended depth of field image (non-reference fusion metrics)

Image Criteria Pixel DWT[2] DWT[2] SF Proposed
averaging Averaging Maximum method

Cup FMI 0.9227 0.9186 0.9122 0.9262 0.9264

𝑄𝐴𝐵/𝐹 0.6292 0.6159 0.5207 0.6533 0.6552

Stuff FMI 0.9221 0.9178 0.9059 0.9228 0.9230

𝑄𝐴𝐵/𝐹 0.6129 0.5837 0.5055 0.6498 0.6500

than those of the spatial frequency method and the proposed
method. However, it is hard to tell the difference between
the results of the spatial frequency method and the proposed
method by subjective evaluation. Hence, the paper applies
some non-reference fusion metrics such as Feature Mutual
Information (FMI) [3] and Petrovics metric (𝑄𝐴𝐵/𝐹 ) [12]
are then introduced and employed. These evaluation criteria
metrics are calculated without respect to the reference im-
ages. FMI measures the amount of information that the fused
image contains the source images, while 𝑄𝐴𝐵/𝐹 measures
the relative amount of edge information that is transferred
from the source into the fused image. The higher the FMI or
𝑄𝐴𝐵/𝐹 value, the better the fused image performance. The
comparison results are summarized in Table 1.

The above two evaluation criteria are then applied to
evaluate the four fusion methods in Fig. 3 and 4, the de-
tailed quantitative results are given in Table 1. From Table
1, we can observe that the values of all quality indices of the
proposed method are larger than those of pixel averaging,
DWT-averaging, DWT-Maximum, and the conventional spa-
tial frequency methods, which means the proposed algorithm
can effectively combine sharp parts of the original image to
the fused image, and yield superior quality than conventional
methods.

4 CONCLUSIONS

In this paper, we proposed a multi-focus image fusion for
extended depth of field imaging. The reconstructed image
provides all-focused scene. We apply the enhanced discrete
wavelet transform algorithm to measure focus regions and
fuse the final image. The main contribution of this work is
that we reform the conventional DWT algorithm with the
spatial frequency and the sum-modified-Laplacian algorithms.
As a result of that, the proposed method has more efficiently
than other conventional methods.
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(a) (b) (c)

(d) (e)

Figure 3: Comparison of ”Cup”: (a) Pixel Avg., (b) DWT-Avg., (c) DWT-Max, (d) SF, (e) Proposed method.

(a) (b) (c)

(d) (e)

Figure 4: Comparison of ”Stuff”: (a) Pixel Avg., (b) DWT-Avg., (c) DWT-Max, (d) SF, (e) Proposed method.
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