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Abstract 

A stereo matching method estimates the disparity value 
between two correspondences in both stereo images. The disparity 
value represents the depth information of objects obtained from 
stereo images which have two different viewpoints. In many papers, 
the stereo matching method is tested under limited disparity 
conditions. These conditions follow configurations of test images. 
However, the disparity range in real applications is not known for 
those conditions and configurations. In this case, we have to check 
all pixels in the scan line to find the correspondence. Therefore, it 
is a time consuming task. Thus, we propose a fast disparity 
estimation method using the limited search range. The proposed 
method limits the disparity search range with the fast motion-
search algorithm and local image characteristics. 

Keywords: Stereo matching, disparity map, fast motion-search, 
local image characteristic 

1. Introduction 
A depth value is one of the important cues for three-

dimensional (3D) content, e.g., 3D videos and models [1]. A stereo 
matching method is one way to obtain this value. Although a depth 
value can be estimated by a depth camera, it works poorly in 
outdoor environments, e.g., in sunlight. On the other hand, the 
stereo matching method is unaffected by sunlight. The stereo 
matching method searches for correspondences between two 
viewpoint stereo images using similarity measures such as sum of 
absolute differences (SAD), normalized cross-correlation (NCC), 
and so on. Then, a disparity value is calculated using those 
correspondences. If an object is located near the camera, it has a 
large disparity value. On the other hand, an object that is far from 
the camera has a small disparity value. Thus, the disparity value 
represents the depth information. 

Several pre-processes are executed before the stereo matching 
method is used. In real applications, stereo images are misaligned 
in the vertical direction. This problem causes a mismatch in the 
stereo matching process. Therefore, the image should be rectified 
for the stereo matching [2, 3]. In order to rectify the image, we 
must know the intrinsic and extrinsic parameters of the camera. 
These parameters can be obtained through camera calibration [4]. 
After performing the camera calibration process, camera 
parameters are used for acquiring aligned stereo images. 

The stereo matching method uses rectified stereo images to 
calculate the disparity value. The image rectification is performed 
by camera parameters that are obtained from the camera 
calibration. Thus, the disparity value of each pixel is searched in 
the same scan line. In the disparity estimation step, the disparity 
range is an important key. Generally, stereo matching algorithms 
follow the disparity configuration of the test image [5]. Therefore, 

the disparity map is obtained under the limited disparity range. 
However, in practice, we do not know that disparity range. For this 
reason, a full search range is used for disparity estimation. Stereo 
matching with the full search range can accurately find the 
disparity value in textured regions because of some features in 
those regions. However, it is time-consuming and less effective in 
homogeneous regions. To enhance the weak points of the full 
search range, we propose a fast disparity estimation method using 
a limited search range with the fast motion-search algorithm and 
local image characteristics. 

2. Conventional Disparity Search Ranges 
2.1 Full Search Range 

The stereo matching method with the full search range 
estimates the disparity value using all pixels in the scan line. Fig. 1 
shows an example of the full search range matching. In Fig. 1, to 
find the disparity value of 𝐼𝐼𝐿𝐿(𝑥𝑥,𝑦𝑦) in the left viewpoint image, the 
same pixel point 𝐼𝐼𝑅𝑅(𝑥𝑥,𝑦𝑦) is selected in the right viewpoint image. 
Then, the full search range of this example is from 0 to x. If the 
value of x is small, the search range will be relatively small. As x 
increases, the search range and matching time also increases. 

 

 
Figure 1. Full Search Range Matching 

 
Fig. 2 shows the results of stereo matching with the full 

search range. Fig. 2(a) shows some disparity errors compared with 
the ground truth in Fig. 2(b). Since the search range is not limited 
in Fig. 2, the disparity error is caused by occluded and 
homogeneous regions. As depicted in Fig. 2, stereo matching with 
the full search range estimates quite accurate disparity value near 
the texture region. However, this method shows poor results in 
occluded and textureless regions because there are no features in 
the textureless region and there are no information in the occluded 
region. Therefore, stereo matching with the full search range is not 
an effective method for disparity estimation. 
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For convenience of algorithm evaluations, many papers use a 
maximum disparity value as the disparity search range. Hence, the 
performance of the stereo matching algorithm is evaluated more 
quickly and effectively than the stereo matching with the full 
search range. 

 

 
(a) Full Search Range                         (b) Ground Truth 

Figure 2. Matching Result of Full Search Range 
 
2.2 Stereo Matching with Maximum Disparity Value 

If we limit the search range to the maximum disparity 
configuration, the resulting disparity map has better quality than 
that of the full search range [5]. Because the limited search range 
provides more feasible disparity candidates than the full search 
range does, disparity errors as well as matching time can be 
reduced. Fig. 3 shows the results of a limited search range using 
the maximum disparity configuration. In Fig. 3(b), disparity errors 
in occluded and homogeneous regions are reduced compared to 
Fig. 2(a). However, stereo matching with the maximum disparity 
value still has some disparity errors in those regions. 

 

 
(a) Original Image                        (b) Matching Results 

Figure 3. Matching Results of Limited Search Range 
 
Stereo matching with the maximum disparity configuration 

gives rapid and high quality results. However, it is difficult to use 
the maximum disparity value in practical situations because there 

is no prior information about the disparity range. Therefore, a new 
approach to limit the search range is needed for the stereo 
matching method. 

3. Stereo Matching Using Fast Motion-Search 
Algorithm and Local Image Characteristics 

The motion-search algorithm is commonly used for video 
coding. In video coding, the motion-search reduces the temporal 
redundancies by searching for the most similar motion between the 
current frame and the previous frame. Several fast and efficient 
motion-search algorithms are available. One of these is the three 
step search (TSS) algorithm [6]. This algorithm searches for the 
best motion using a coarse to fine search pattern. Our method 
applies this concept to the disparity estimation process for the 
efficient disparity estimation. 
 
3.1 Fast Motion-Search Algorithm 

The TSS algorithm in video coding uses a two-dimensional 
(2D) coordinate system. Since the stereo matching method 
searches for disparity values in the same scan line, we modified the 
2D TSS to a one-dimensional (1D) TSS [7]. Fig. 4 shows an 
example of the modified TSS. 

 

 
Figure 4. Modified TSS 

 
This example shows the method of finding the 

correspondence of the left viewpoint pixel 𝐼𝐼𝐿𝐿(𝑥𝑥,𝑦𝑦). It was used in 
[7]. First, we set an initial center point in the right image. In Fig. 4, 
the initial center point is set to 𝐼𝐼𝑅𝑅(𝑥𝑥,𝑦𝑦). Next, the initial center 
point is moved by an initial step size 𝑆𝑆𝑖𝑖 to obtain the second point, 
𝐼𝐼𝑅𝑅(𝑥𝑥 − 𝑆𝑆𝑖𝑖 ,𝑦𝑦). At this point, the matching cost between 𝐼𝐼𝐿𝐿(𝑥𝑥,𝑦𝑦) and 
𝐼𝐼𝑅𝑅(𝑥𝑥 − 𝑆𝑆𝑖𝑖 ,𝑦𝑦)  is calculated. After calculating the matching cost, 
other two matching costs are also calculated. In order to calculate 
other two matching costs, we need to reduce the initial step size. In 
Fig. 4, the second step size 𝑆𝑆1 is set to 𝑆𝑆0

2
. Using this step size, the 

matching costs between 𝐼𝐼𝐿𝐿(𝑥𝑥,𝑦𝑦) and 𝐼𝐼𝑅𝑅 �(𝑥𝑥 − 𝑆𝑆𝑖𝑖) −
𝑆𝑆𝑖𝑖
2

,𝑦𝑦�, as well 

as 𝐼𝐼𝐿𝐿(𝑥𝑥,𝑦𝑦) and 𝐼𝐼𝑅𝑅 �(𝑥𝑥 − 𝑆𝑆𝑖𝑖) + 𝑆𝑆𝑖𝑖
2

,𝑦𝑦� are calculated. Then, the three 
matching costs are compared with each other. If the matching cost 
at 𝐼𝐼𝑅𝑅 �(𝑥𝑥 − 𝑆𝑆𝑖𝑖) −

𝑆𝑆𝑖𝑖
2

,𝑦𝑦� has the optimal value, then the center pixel 
is moved to this point; otherwise, it is moved to the other point that 
has the optimal matching cost. The next step size 𝑆𝑆𝑖𝑖 is changed to 
𝑆𝑆𝑖𝑖−1
2

. This process is repeated until the step size 𝑆𝑆𝑖𝑖 is smaller than 1. 
By using this coarse to fine search pattern, the disparity value of 
𝐼𝐼𝐿𝐿(𝑥𝑥,𝑦𝑦) is found more efficiently than with the full search method. 

 
3.2 Determining Initial Step Size with Local Image 
Characteristics 

The initial step size has a significant effect on the disparity 
estimation. If the initial step size is too large, a disparity error can 
occur because of the local minimum problem as shown in Fig. 5. 

386-2
IS&T International Symposium on Electronic Imaging 2018

Image Processing: Algorithms and Systems XVI



 

 

In Fig. 5, the real correspondence point of 𝐼𝐼𝐿𝐿(𝑥𝑥,𝑦𝑦) is 𝐼𝐼𝑅𝑅(𝑥𝑥 −
𝑑𝑑,𝑦𝑦). If the initial step size is very large as depicted in Fig. 5, the 
real correspondence point cannot be detected because of the wrong 
search range. Therefore, in this case, there is the local minimum 
problem in which the optimal correspondence point is detected in 
the region having no correlation. 

 

 
Figure 5. Local Minimum Problem 

 
To avoid this local minimum problem, an equation of the 

initial step size was proposed in [7]. The equation of the initial step 
size used in [7] is defined in (1). 

 

𝑆𝑆𝑖𝑖,(𝑥𝑥,𝑦𝑦) = 𝑒𝑒−
𝑣𝑣𝑣𝑣𝑣𝑣(𝑥𝑥,𝑦𝑦)

𝜀𝜀 ∙ 𝑑𝑑(𝑥𝑥−1,𝑦𝑦) + �1 − 𝑒𝑒−
𝑣𝑣𝑣𝑣𝑣𝑣(𝑥𝑥,𝑦𝑦)

𝜀𝜀 � ∙ 𝑑𝑑(𝑥𝑥,𝑦𝑦−1)      (1) 
 
In (1), where 𝑣𝑣𝑣𝑣𝑣𝑣(𝑥𝑥,𝑦𝑦) is the local image variance at (𝑥𝑥,𝑦𝑦), 

𝑑𝑑(𝑥𝑥−1,𝑦𝑦) is the disparity value at (𝑥𝑥 − 1, 𝑦𝑦), and 𝑑𝑑(𝑥𝑥,𝑦𝑦−1) is that of 
pixel at (𝑥𝑥,𝑦𝑦 − 1) . Hence, this equation gives a larger weight 
value to the disparity value of the previous pixel when the local 
variance is small. If not, it also uses the disparity value of the 
upper pixel. 

As depicted in (1), the conventional fast stereo matching 
method uses disparity values of neighboring pixels for determining 
the initial step size. However, it does not consider disparity and 
color continuities in the textureless region. Therefore, this method 
can choose wrong disparity information from neighboring pixels. 
Our method focuses on solving these problems. The proposed 
method also uses the disparity value of the previous pixel in order 
to determine the initial step size. The initial step size is redefined 
as follows: 

 
𝑆𝑆𝑖𝑖,(𝑥𝑥,𝑦𝑦) =

�
𝛼𝛼 ∙ �𝑑𝑑(𝑥𝑥−1,𝑦𝑦) + 1�,   𝑖𝑖𝑖𝑖 𝑑𝑑(𝑥𝑥−1,𝑦𝑦) < 𝜏𝜏

𝑒𝑒−
𝐶𝐶(𝑥𝑥,𝑦𝑦)
𝜀𝜀𝑣𝑣 ∙ 𝑑𝑑(𝑥𝑥−1,𝑦𝑦) + �1 − 𝑒𝑒−

𝐶𝐶(𝑥𝑥,𝑦𝑦)
𝜀𝜀𝑣𝑣 � ∙ 𝑃𝑃𝑃𝑃𝑃𝑃,   𝑖𝑖𝑖𝑖 𝑑𝑑(𝑥𝑥−1,𝑦𝑦) ≥ 𝜏𝜏

         (2) 

 
In (2), where 𝑆𝑆𝑖𝑖,(𝑥𝑥,𝑦𝑦) is the initial step size at (𝑥𝑥,𝑦𝑦), 𝑑𝑑(𝑥𝑥−1,𝑦𝑦) is 

the disparity value of the pixel at (𝑥𝑥 − 1,𝑦𝑦) , 𝐶𝐶(𝑥𝑥,𝑦𝑦)  is the 
variance value of the matching block at the centered pixel (𝑥𝑥,𝑦𝑦), 
and PDV is the predicted disparity value at pixel (𝑥𝑥,𝑦𝑦) . Both 

𝑑𝑑(𝑥𝑥−1,𝑦𝑦) and PDV are balanced by the weighting function 𝑒𝑒−
𝐶𝐶(𝑥𝑥,𝑦𝑦)
𝜀𝜀 . 

Therefore, if 𝑑𝑑(𝑥𝑥−1,𝑦𝑦) is smaller than 𝜏𝜏, we assume that 𝑑𝑑(𝑥𝑥−1,𝑦𝑦) is 
the disparity error caused by the local minimum problem. Thus, we 
increase the value of the initial step size to avoid this problem. 
Otherwise, the initial step size is defined by the weighted sum of 
𝑑𝑑(𝑥𝑥−1,𝑦𝑦) and PDV.  

Since 𝐶𝐶(𝑥𝑥,𝑦𝑦) in (2) means the variance of the matching block, 
a high weight value is generated in the homogeneous region and a 
small weight value is generated in the textured region. Therefore, if 
the matching block is located in the homogeneous region, the high 
weight value is applied to the previous disparity value. Otherwise, 
it assigns a large weight value to the PDV. Variance 𝐶𝐶(𝑥𝑥,𝑦𝑦)  is 
calculated as follows: 

 

𝐶𝐶(𝑥𝑥,𝑦𝑦) =
∑ ∑ |𝐺𝐺(𝑥𝑥+𝑖𝑖,𝑦𝑦+𝑗𝑗)−𝐺𝐺(𝑥𝑥,𝑦𝑦)|

�𝑁𝑁2�

𝑗𝑗=−�𝑁𝑁2�

�𝑁𝑁2�

𝑖𝑖=−�𝑁𝑁2�

𝑁𝑁2                     (3) 
 

where 𝑁𝑁2 is the size of the matching window and 𝐺𝐺(𝑥𝑥,𝑦𝑦) is the 
pixel value of the gray image. Because the equation used to obtain 
the real variance requires the mean value of all pixels in the 
matching block, its calculation takes time. If we use a local 
transform as depicted in (3), the variance of the pixel values can be 
acquired easily [10]. 

Fig. 6 shows candidates for the PDV at (𝑥𝑥,𝑦𝑦). This method 
was inspired by the motion vector predictor [8, 9]. 

 
𝑆𝑆𝑆𝑆𝑃𝑃(𝑑𝑑𝑎𝑎) = ∑ 𝑋𝑋𝑖𝑖 ∙ |𝐼𝐼𝑖𝑖(𝑥𝑥,𝑦𝑦) − 𝐼𝐼𝑖𝑖(𝑥𝑥 − 1, 𝑦𝑦)|𝑖𝑖∈𝑟𝑟,𝑔𝑔,𝑏𝑏     
𝑆𝑆𝑆𝑆𝑃𝑃(𝑑𝑑𝑏𝑏) = ∑ 𝑋𝑋𝑖𝑖 ∙ |𝐼𝐼𝑖𝑖(𝑥𝑥,𝑦𝑦) − 𝐼𝐼𝑖𝑖(𝑥𝑥 − 1, 𝑦𝑦 − 1)|𝑖𝑖∈𝑟𝑟,𝑔𝑔,𝑏𝑏

𝑆𝑆𝑆𝑆𝑃𝑃(𝑑𝑑𝑐𝑐) = ∑ 𝑋𝑋𝑖𝑖 ∙ |𝐼𝐼𝑖𝑖(𝑥𝑥,𝑦𝑦) − 𝐼𝐼𝑖𝑖(𝑥𝑥,𝑦𝑦 − 1)|𝑖𝑖∈𝑟𝑟,𝑔𝑔,𝑏𝑏     
        (4) 

 
In Fig. 6, there are three PDV candidates: 𝑑𝑑𝑎𝑎 , 𝑑𝑑𝑏𝑏 , and 𝑑𝑑𝑐𝑐 , 

where 𝑑𝑑𝑎𝑎  is the disparity value at (𝑥𝑥 − 1,𝑦𝑦), 𝑑𝑑𝑏𝑏  is the disparity 
value at (𝑥𝑥 − 1,𝑦𝑦 − 1), and 𝑑𝑑𝑐𝑐  is the disparity value at (𝑥𝑥,𝑦𝑦 − 1). 
To choose only one PDV, the matching error is calculated between 
the current pixel and the three neighboring pixels using the sum of 
absolute differences. Equations for the computation of matching 
error is defined in (4). 

In (4), where I is a pixel value, i is one of the color channels. 
Three weighting values were used: 𝑋𝑋𝑟𝑟 , 𝑋𝑋𝑔𝑔 , and 𝑋𝑋𝑏𝑏 , where 𝑋𝑋𝑟𝑟  is 
0.2126, 𝑋𝑋𝑔𝑔  is 0.7152, and 𝑋𝑋𝑏𝑏  is 0.0722. Thus, the PDV is 
determined by (5). 

 
𝑃𝑃𝑃𝑃𝑃𝑃 = argmin

𝑑𝑑∈𝑑𝑑𝑣𝑣,𝑑𝑑𝑏𝑏,𝑑𝑑𝑐𝑐
𝑆𝑆𝑆𝑆𝑃𝑃(𝑑𝑑)                             (5) 

 
In (5), the disparity value of the pixel which has the smallest 

matching error is selected as the disparity candidate. It means that 
the disparity information of a reliable pixel should be used. 
 

 
Figure 6. PDV Candidates 
 

IS&T International Symposium on Electronic Imaging 2018
Image Processing: Algorithms and Systems XVI 386-3



 

 

3.2 Disparity Cost Term 
The proposed method uses the fast motion-search algorithm 

with the local image characteristic. In this method, only the color 
difference between the current pixel and the compared pixel is 
used as the matching cost for searching the corresponding point. 
The proposed method also checks the disparity continuity in the 
cost computation step. All the step sizes in the fast motion-search 
algorithm represent the disparity candidate. In this step, we regard 
the current step size as one of the disparity candidates. If the pixel 
value of the current pixel is similar to the previous one, there is a 
high probability of having similar disparity value. Hence, we add 
the disparity cost term to the matching cost computation step as 
defined in (6). 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥,𝑦𝑦) = 𝑒𝑒−
∇𝐼𝐼
𝜀𝜀𝑐𝑐 ∙ 𝑃𝑃𝐶𝐶(𝑥𝑥,𝑦𝑦) + �1 − 𝑒𝑒−

∇𝐼𝐼
𝜀𝜀𝑐𝑐� ∙ 𝐶𝐶𝐶𝐶(𝑥𝑥,𝑦𝑦)       (6) 

 
In (6), where ∇𝐼𝐼  means the color difference between the 

current pixel and the previous pixel, 𝑃𝑃𝐶𝐶 is the disparity cost term, 
and 𝐶𝐶𝐶𝐶 is the color cost term. If ∇𝐼𝐼 is small, the disparity value of 
the current pixel may be like that of the previous pixel. Therefore, 
the large weight value is given to 𝐶𝐶𝐶𝐶. Otherwise, the large weight 
value is applied to 𝑃𝑃𝐶𝐶. The color cost term 𝐶𝐶𝐶𝐶 is the matching cost 
between correspondence points of original color images. The 
disparity cost term 𝑃𝑃𝐶𝐶  calculates the matching cost between the 
previous disparity value and the current step size. The equation of 
𝑃𝑃𝐶𝐶 is defined in (7). 

In (7), where 𝑆𝑆𝑐𝑐 means the current step size. Therefore, this 
term checks the disparity similarity between the current pixel and 
the previous pixel. This term tries to find the disparity value that is 
similar to that of the previous pixel. 

 
𝑃𝑃𝐶𝐶(𝑥𝑥,𝑦𝑦) = �𝑑𝑑(𝑥𝑥−1,𝑦𝑦) − 𝑆𝑆𝑐𝑐�                              (7) 

 
The equation of 𝐶𝐶𝐶𝐶 is represented in (8). In (8), 𝑀𝑀(𝑥𝑥,𝑦𝑦) is a 

pixel value at (𝑥𝑥,𝑦𝑦). This value can be calculated as a pixel-wise 
or a block-wise. In our experiments, we calculate the matching cost 
using the block-wise matching. 

 
𝐶𝐶𝐶𝐶(𝑥𝑥,𝑦𝑦) = |𝑀𝑀𝐿𝐿(𝑥𝑥,𝑦𝑦) −𝑀𝑀𝑅𝑅(𝑥𝑥 − 𝑆𝑆𝑐𝑐 ,𝑦𝑦)|                      (8) 

4. Experiment Results 
In the experiment, four test images were used [5]. The results 

of the proposed method are compared with those of the full search 
range, the limited search range with the maximum disparity 
configuration, and the conventional fast stereo matching algorithm 
[7]. The sum of absolute differences for an 11×11 sized block was 
used for the matching cost computation. Parameters 𝛼𝛼, 𝜏𝜏, 𝜀𝜀𝑣𝑣, and 
𝜀𝜀𝑐𝑐 in (2) were set to 8, 3, 100, and 2 respectively. The disparity 
value at 𝑥𝑥 = 0 was set to 0. If 𝑥𝑥 was larger than 1 and 𝑦𝑦 was equal 
to 0, the initial step size was set to 𝑑𝑑(𝑥𝑥−1,𝑦𝑦). 

Fig. 7 shows the images resulting from the stereo matching 
with various search ranges. In Fig. 7, the test images represent 
Teddy, Cones, Tsukuba, and Venus, from top to bottom, 
respectively. In Fig. 7, the results of the proposed method have 
better quality than those of stereo matching with the full search 
range. Our results also have better quality than stereo matching 
with the maximum disparity value and the conventional method. 

For comparing the results of our method with other methods, 
we also analyzed the resulting images with the enlarged pictures. 
Fig. 8 represents enlarged images of Teddy and Venus near 

homogeneous regions. Since the proposed method considers 
disparity continuity, our method shows better quality than other 
methods in the homogeneous region. 

Table 1 shows the comparison of the error rate. The error rate 
was calculated as being the rate of the bad pixels. We measured 
error rates in two regions: the non-occluded region and the 
textureless region. In Table 1, the full search method showed the 
worst results in both regions. The stereo matching with the 
maximum disparity value estimated the disparity value better than 
the full search method. The conventional fast stereo matching 
method had better results in the textureless region compared with 
both the full search and the maximum disparity methods. 

However, the conventional fast stereo matching method has 
worse average error rate than that of the maximum disparity 
method in the non-occluded region. On the other hand, our method 
showed the best error rates compared to those of the full search 
algorithm, the maximum disparity algorithm, and the conventional 
method. In Table 1, other conventional methods used only the 
color similarity measure for the cost computation. On the other 
hand, the proposed method used the disparity cost term that was 
depicted in Section 3. 

 
Table 1: Error Rate Comparison 

 

Full search Max disparity Conventional 
method [7] Our method 

Error rate (%) 

Non-
occ 

Texture 
-less 

Non-
occ 

Texture 
-less 

Non-
occ 

Texture 
-less 

Non-
occ 

Texture 
-less 

Teddy 20.18 36.81 19.94 36.47 19.64 35.98 17.49 31.8 

Cones 14.99 28.7 14.34 26.8 17.07 29.26 15.37 16.26 

Tsukuba 8.77 10.46 8.41 10.07 6.84 6.31 7 6.96 

Venus 9.93 20.23 9.19 18.48 9.57 18.02 7.33 10.48 

Avg. 13.47 24.05 12.97 22.96 13.28 22.39 11.8 16.38 
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(a) Original Image             (b) Full Search              (c) Max Disparity     (d) Conventional Method       (e) Our method               (f) Ground Truth 

Figure 7. Comparison of Resulting Images 
 

 
(a) Original Image             (b) Full Search              (c) Max Disparity     (d) Conventional Method       (e) Our method               (f) Ground Truth 

Figure 8. Enlarged Images 
 

Table 2 represents a comparison of the implementation time. 
In Table 2, the full search method took the longest time for the 
disparity estimation. The stereo matching with the maximum 
disparity value was faster than the full search method. However, 

this method still took a lot of time. On the other hand, both the 
conventional fast stereo matching method and the proposed 
method have similar implementation time. However, both methods 
were faster than the other methods. 
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Table 2: Implementation Time Comparison 

 

Full search Max 
disparity 

Conventional 
method [7] Our method 

Time (sec.) 

Teddy 66.26 18.63 3.49 3.29 

Cones 70.43 18.56 3.62 3.54 

Tsukuba 37.43 2.98 1.56 1.47 

Venus 62.88 5.66 2.52 2.28 

Avg. 59.25 11.46 2.8 2.64 

5. Conclusion 

The full disparity search range is generally used for stereo 
matching. However, it is time-consuming and has poor matching 
results in occluded and homogeneous regions. To search for the 
disparity value efficiently, the proposed method used a modified 
three step search algorithm. This search pattern is affected by the 
size of the initial search step. To find a reasonable step size, we 
used disparity values from the neighboring pixels and predicted 
disparity value with local image characteristics. For this reason, 
our method limits the search range of the disparity value unlike the 
full search algorithm. As a result, the proposed method had faster 
and better matching results than those of the full search algorithm. 
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